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3         1                 3
                                            COMPILER DESIGN

(Common to R14 CSE and R14 IT)

(Common to R15 CSE and R15 IT)

Unit  - I

Introduction to Compilers: Structure of Compiler-Phases of Compiler, Symbol Table Management, Grouping of Phases into Passes, Compiler Vs Interpreter.

Lexical Analysis: Role and need of Lexical Analyzer, Input Buffering, Regular expressions for identifiers, Signed numbers etc.., A Language for specifying Lexical Analyzer, Lexical phase errors.

Unit  – II

Syntactic Specification: Context Free Grammars, Derivations and Parse Trees, Capabilities of Context Free Grammars, Syntactic Phase errors, Semantic errors.

 Basic Parsing Techniques: Parsers, Shift-Reduce Parsing, Operator-Precedence parsing, Top-Down parsing, Predictive parsers.

Unit - III

Construction of efficient Parsers: LR Parsers, Canonical collection of LR(0) items, Constructing SLR parsing tables, Constructing LR parsing tables, Constructing LALR parsing tables, using Ambiguous grammar, Comparison of SLR,LALR and CALR parsers, Comparison of Top down and Bottom up parsers.

Unit  - IV

Syntax Directed Translation: Syntax Directed Translation schemes, Intermediate codes, Postfix notation, Three Address code, Quadruples and triples.

 Symbol table: Contents of Symbol table, Data Structures for symbol tables, representing scope information.

Unit -V

Code Optimization: Principal sources of optimization, Loop optimization, Copy Propagation, Dead code elimination, Redundant sub expression elimination.

Code Generation: Object programs, problems in Code generation, A Machine Model, A Simple Code generator, Register allocation and assignment, Peephole optimization.

Text Books & Reference Books

	Text Books

	1
	Alfred V Aho, Jeffrey D Ullman, Principles of Compiler Design



	2
	Compilers-Principles ,Techniques and Tools-A.V/Aho,ravi Sethi.J.D Ullman; Pearson Education.

	Reference Books

	1
	J P Trembly and P G Sorenson, The Theory and practice of Compiler Writing



	2
	Dick Grone, Henri E Bal, Ceriel J H Jacobs , Wiley ,Modern Compiler Design dreamtech.

	3
	Compiler Construction,Louden,Thomson

	Other Resources

	1
	http://www.cs.nyu.edu/courses/fall06/G22.2130-001/class-notes.html

	2
	elvis.rowan.edu/~bergmann/books/c_cpp/Text/C_CppEd.pdf

	3
	http://www.eis.mdx.ac.uk/staffpages/r_bornat/books/compiling.pdf


Time Table

	Class Hour

Time
	1
	2
	3
	4
	12:20 – 1:10

LUNCH BREAK
	5
	6
	7

	
	9:00 -09:50
	09.50 –10:40
	10:40 –11:30
	11:30 – 12: 20
	
	1:10 – 2:00
	2:00 – 2:50
	2:50 – 3:40

	MON
	
	
	
	
	
	
	
	

	TUE
	
	
	
	
	
	
	
	

	WED
	
	
	
	
	
	
	
	

	THU
	
	
	
	
	
	
	
	

	FRI
	
	
	
	
	
	
	
	

	SAT
	
	
	
	
	
	
	
	


PROGRAM EDUCATIONAL OBJECTIVES (PEO’s)

	PEO1
	The Graduates are employable as software professionals in reputed industries.

	PEO2
	The Graduates analyze problems by  applying  the principles of computer science, mathematics and scientific investigation to design  and implement  industry accepted solutions using latest technologies.

	PEO3
	The Graduates work productively in supportive and leadership roles on multidisciplinary teams with effective communication and team work skills with high regard to legal and ethical responsibilities.

	PEO4
	The Graduates embrace lifelong learning to meet ever changing developments in computer science and Engineering.


PROGRAMME SPECIFIC OUTCOMES(PSO’S)

	PSO1
	Professional Skill: The  ability to understand , analyze and develop software solutions

	PSO2
	Problem Solving Skills: The ability to apply standard principles, practices and strategies for software development.



	PSO3
	Successful Career: The ability to become Employee , Enterpreneur and/or Life Long Learner in the domain of  Computer Science.




PROGRAM OUTCOMES (PO’s)

	PO 1
	Engineering knowledge: Apply the knowledge of mathematics, science, engineering fundamentals, and an engineering specialization to the solution of complex engineering problems.

	PO 2
	. Problem analysis: Identify, formulate, review research literature, and analyze complex engineering problems reaching substantiated conclusions using first principles of mathematics, natural sciences, and engineering sciences.

	PO 3
	Design/development of solutions: Design solutions for complex engineering problems and design system components or processes that meet the specified needs with appropriate consideration for the public health and safety, and the cultural, societal, and environmental considerations.

	PO 4
	Conduct investigations of complex problems: Use research-based knowledge and research methods including design of experiments, analysis and interpretation of data, and synthesis of the information to provide valid conclusions.

	PO 5
	Modern tool usage: Create, select, and apply appropriate techniques, resources, and modern engineering and IT tools including prediction and modeling to complex engineering activities with an understanding of the limitations.

	PO 6
	The engineer and society: Apply reasoning informed by the contextual knowledge to assess societal, health, safety, legal and cultural issues and the consequent responsibilities relevant to the professional engineering practice.

	PO 7
	Environment and sustainability: Understand the impact of the professional engineering solutions in societal and environmental contexts, and demonstrate the knowledge of, and need for sustainable development.

	PO 8
	Ethics: Apply ethical principles and commit to professional ethics and responsibilities and norms of the engineering practice.

	PO 9
	 Individual and team work: Function effectively as an individual, and as a member or leader in diverse teams, and in multidisciplinary settings.

	PO 10
	Communication: Communicate effectively on complex engineering activities with the engineering community and with society at large, such as, being able to comprehend and write effective reports and design documentation, make effective presentations, and give and receive clear instructions.

	PO 11
	 Project management and finance: Demonstrate knowledge and understanding of the engineering and management principles and apply these to one’s own work, as a member and leader in a team, to manage projects and in multidisciplinary environments.

	PO 12
	Life-long learning: Recognize the need for, and have the preparation and ability to engage in independent and life-long learning in the broadest context of technological change.


Course Outcomes:

At the end of the course Students will  be  able to:
.
1. Identify the process of scanning the process of scanning through the identification of the tokens of a programming language.

2. Apply principles of parsing techniques to perform syntax analysis.

3. Formulate semantic rules to perform semantic analysis and analyze the role of symbol table

4. Apply different optimization techniques on the generated intermediate code

5.  Generate the Target code in assembly level language
Mapping of Course Outcomes with PO’s & PEO’s
	Course Outcomes
	PO’s
	PEO’s

	CO1
	1,2,12
	2,4

	CO2
	1,2,12
	2,4

	CO3
	1,2,3,4,5,6
	
        2,3,4

	CO4
	1,2,12
	2,4

	CO5
	1,2,3,4,5,7,8,12
	1,2,3,4


Correlation of Course Outcomes with PO’s 
	PO’s/CO’s
	PO 1
	PO 2
	PO 3
	PO 4
	PO 5
	PO 6
	PO 7
	PO 8
	PO 9
	PO 10
	PO 11
	PO 12

	CO 1
	3
	3
	
	
	
	
	
	
	
	
	
	3

	CO 2
	3
	3
	3
	
	
	
	
	
	
	
	
	3

	CO 3
	3
	3
	2
	2
	2
	
	
	2
	
	
	
	3

	CO 4
	3
	3
	
	
	
	
	
	
	
	
	
	3

	CO 5
	3
	3
	3
	2
	2
	
	2
	2
	
	
	
	3


Mapping of Course Outcomes with PSO’s
	
	PSO1
	PSO2
	PSO3

	CO1
	3
	3
	1

	CO2
	3
	3
	1

	CO3
	3
	3
	1

	CO4
	3
	3
	1

	CO5
	3
	3
	2


COURSE SCHEDULE
  Distribution of Hours Unit – Wise
	Unit
	Topic
	
	

	
	
	Book1
	Total No. of Hours

	I
	Overview of Compilation
	Ch 1,2
	7

	II
	Top down Parsing,  Bottom up parsing
	Ch 4
	12

	III
	Semantic analysis
	Ch 5
	11

	IV
	Symbol table management,  Code optimization
	Ch 7
	9

	V
	Data flow analyses,  Code generation
	Ch8
	10

	Total no of classes                                                                       49


Lecture Plan

	S. No.
	Topic
	Date of Completion
	Teaching Learning Process

	Unit-1
	

	1
	.
Overview of Compilation: Phases of Compilation – Lexical Analysis 
	
	

	2
	Regular Grammar, regular expression for common programming language features
	
	

	3
	Role and need of Lexical Analyzer, Input Buffering
	
	

	4
	Symbol Table Management, Grouping of Phases into Passes
	
	

	5
	Lexical phase errors., Compiler Vs Interpreter


	
	

	Unit-2
	

	1
	Context Free Grammars, Derivations and Parse Trees
	
	

	2
	Capabilities of Context Free Grammars, Syntactic Phase errors, Semantic errors.


	
	

	3
	Parsers, Shift-Reduce Parsing
	
	

	4
	Operator-Precedence parsing
	
	

	5
	Top-Down parsing, Predictive parsers.


	
	

	Unit-3

	1
	LR Parsers, Canonical collection of LR(0) items
	
	

	2
	Constructing SLR parsing tables
	
	

	3
	Constructing LR parsing tables
	
	

	4
	Constructing LALR parsing tables,
	
	

	5
	Using Ambiguous grammar,
	
	

	6
	Comparison of SLR,LALR and CALR parsers, Comparison of Top down and Bottom up parsers.
	
	

	Unit-4

	1
	Syntax Directed Translation schemes
	
	

	2
	Intermediate codes, Postfix notation, 
	
	

	3
	Three Address code, Quadruples and triples.


	
	

	4
	Contents of Symbol table, Data Structures for symbol tables, 
	
	

	5
	representing scope information
	
	

	Unit-5
	

	1
	Principal sources of optimization,
	
	

	2
	Loop optimization
	
	

	3
	Copy Propagation, Dead code elimination 
	
	

	4
	Redundant sub expression elimination.


	
	

	5
	Object programs, problems in Code generation
	
	

	6
	A Simple Code generator,
	
	

	7
	Register allocation and assignment
	
	

	8
	Peephole optimization
	
	

	Total no. of classes Required
	
	


Date of Unit Completion & Remarks
	Unit – 1

	Date
	:
	

	Remarks:

​​​​​​​​​________________________________________________________________________



	Unit – 2

	Date
	:
	

	Remarks:

​​​​​​​​​________________________________________________________________________



	Unit – 3

	Date
	:
	

	Remarks:

​​​​​​​​​________________________________________________________________________



	Unit – 4

	Date
	:
	__ / __ / __

	Remarks:

​​​​​​​​​________________________________________________________________________



	Unit – 5

	Date
	:
	

	Remarks:

​​​​​​​​________________________________________________________________________




Unit Wise Assignments (With different Levels of thinking (Blooms Taxonomy))
Note: For every question please mention the level of Blooms taxonomy
	Unit – 1

	1.
	Explain the different phases of a compiler by showing the output of each phase,
    using the example of the following statement: (Level 2)
    position : = initial + rate * 60.



	2.
	Identify the lexemes, that make up the tokens in the following program segment. Indicate corresponding token and pattern. (Level 2)
                          void swap(int i, int j)

                           {

                                      int t;

                                       t=i;

                                       i=j;

                                       j=t;

                         }


	3
	Construct an NFA for regular expression R= (aa/b)*ab and convert it into an

equivalent DFA?(Level 3)


	4.
	Explain the input buffer scheme for scanning the source program.  How the use of sentinels can improve its performance?( Level 2)


	5
	Write regular expressions for the following pat-terns: identifiers and float constants?

(Level  3)

	Unit – 2

	1.
	Consider the following grammar
        S -> (L) |a

        L -> L, S |S
Construct leftmost derivations and parse trees for the following sentences:
     i. (a,(a,a))

    ii. (a,((a,a),(a,a))). (level3)


	2.
	Test whether the following grammar is LL(1) or not.(Level 4)
             S -> AaAb |BbBa
             A->€
             B ->€


	3.
	Remove left recursion from following grammar: (Level-3)
         S -> Aa/b

         A -> Ac/Sd/ e


	4
	Eliminate ambiguities in the following grammar.( Level-3)
      S -> iEtS| iEtSeS| a

      E -> b| c | d



	5
	Consider the following grammar
      E ->T + E|T
      T -> V-T|V
      V ->id
      Write down the procedures for the non terminals of the grammar to make a
       recursive descent parser. (Level-3)

	6
	What are the different precedence relations used in operator precedence parsing? Draw the operator precedence table for the following grammar-  (Level 3)   
E -> E * T | T 
T -> T + F | F 
F -> (E) | id


	Unit – 3

	1.
	Construct a DFA whose states are the canonical collection of LR(0) items for the

following augmented grammer( Level-3)

            S ->A

           A->BA|€

           B -> aB |b


	2.
	Consider the following grammar where S is the start symbol:
S -> ictSeS | ictS | a

(a) Compute FOLLOW for each non-terminal of the above grammar.     
(b) Construct the canonical collection of LR(0) items for the grammar.     
(c) Is the grammar SLR(1)? Why?  (Level 3)
   


	3.
	Consider the grammar-
S -> i c t { S } e S | i c t S | a = a P a 
P -> + | *

(a) List all the LR(0) item sets for the grammar.     
(b) Construct the SLR(1) parsing table.     
(c) Is the grammar SLR(1)? Is the grammar unambiguous? (level 3)

	4.
	How is canonical LR parsing different from LALR parsing?(Level 4)


	Unit – 4

	1.
	Draw syntax tree for the arithmetic expressions A*(b + c) − d/2 Also write the given expression in postfix notation.(Level-3)

	2.
	Write the quadruple, triple, indirect triple for the following expression
(x + y)*(y + z) + (x + y + z)
Level-1

	3.
	Generate the three-address code for the following C program fragment(Level-6)
while(a > b)

{

if (c < d) x = y + z;

else x = y - z;

} 


	4.
	Explain symbol table organization using hash tables? With an example show the

symbol table organization for block structured language.(Level-2)

	5.
	Consider the following grammar for arithmetic expressions-
E -> E + T | T 
T -> T * F | F 
F -> (E) | id

Write the semantic actions for a syntax-directed translation scheme for converting input expressions into intermediate code in three-address code notation(Level-3)

	Unit – 5

	1.
	For the following basic block construct DAG. (Level-3)
                       d = b * c;
                       e = a * b;
                       b = b + c;
                       c = b * c;


	2.
	Consider the following program fragment code:
                int p=1, k=0, n;
               while(k<n)
              {
                        p=2*p;
                         k=k+1;
              }
    Apply the invariant operation elimination on the above program segment.(Level 3)


	3.
	For the following statements draw the DAG.(Level 3)
t8 = d + e

t6 = a + b

t5 = t6 - c

t4 = t5 * t8

t3 = t4 - e

t2 = t6 + t4

t1 = t2 * t3



	4.
	Generate the code sequence using Code generation algorithm for the following

expression (Level 3)
W:=(A-B)+(A-C)+(A-C)


	5.
	Write and explain about object code forms?(Level-2)


Case Studies:
Case Study 1:  Design front end compiler for HTML code.
<HTML>
<Head>

<Title> Welcome page </Title>

</Head>

<Body>

<P>  First Paragraph </P>

<P>   Second Paragraph </P>

<P>  Third Paragraph </P>

</Body>

</HTML>
1. Indentify the tokens for the HTML code.

2. Construct the Grammar for checking the  syntax of the HTML code

Case Study 2:  Design compiler for desk calculator for the following type of expressions

                           2+3,2-3,2%3,2*3,12+3,12-3,12*3,12%4

Unit Wise Multiple Choice Questions for CRT & Competitive Examinations
Unit – I:

 1.What is bootstrapping? 

a. A language interpreting other language program

b. A language compiling other language program

c. A language compile itself

d. All of above
2.Indicate which of the following is not true about interpreter ? 

A. Interpreter generate an object program from the source program

B. Interpreter analyses each source statement every time it is to be executed

C. Interpreter is a kind of translator

D. All of above

E. None of above

3.Which of the following is not a feature of compiler ? 

A. Scans the entire program first and then translate it into machine code

B. When all the syntax errors are removed execution takes place

C. slow for debugging

D. Execution time is more

4.Find the best match between the element of Group-1 and Group -2 given below. 
                             Group-1                           Group -2 
                       P. Data-flow analysis         1. Lexical analysis 
                      Q: Regular expression        2. Semantic analysis 
                      R: Type Checking              3.Parsing 
                      S: Pushdown Automata      4. Code optimization 
       A. P-4, Q-1, R-3, S-2 
       B. P-2, Q-1, R-4, S-3 
       C. P-1, Q-4, R-2, S-3 
       D. P-4, Q-1, R-2, S-3

5. Which of the following is used for grouping of characters into tokens (in a computer) ? 
        A. A parser 
        B. Code optimizer 
        C. Code generator 
        D. Scanner

6.The lexical analysis for a modern language such as Java needs the power of which one of the following machine models in a necessary and sufficient sense? 
       A. Finite state automata 
       B. Deterministic pushdown automata 
       C. Non-deterministic pushdown automata 
       D. Turing machine
7.Which data structure in a compiler is used for managing information about variables and their attributes? 

    A. Abstract syntax tree 

     B. Symbol table 
     C. Semantic stack 

     D. Parse table

8. Which one of the following regular expressions is NOT equivalent to the regular expression  (a + b + c) *? 


      A. (a*+b*+c*)* 
      B. (a*b*c*)* 
      C. ((ab) * +c *) * 1 
      D. (a * b * +c *) *
9.  The number of tokens in the Fortran statement DO 10 I = 1.25 is 
      (A) 3 
      (B) 4 
      (C) 5 
      (D) None of these
10. In a compiler, keywords of a language are recognized during 

       (A) parsing of the program 

       (B) the code generation 

      (C) the lexical analysis of the program 

      (D) dataflow analysis

11.The linker 

	 A.
	is similar to interpreter 

	 B.
	uses source code as its input 

	 C. 
	is required to create a load module 

	 D. 
	none of the above


12 A compiler that runs on one machine and produces code for a different machine is called 

	 A.
	Cross compilation 

	 B.
	One pass compilation 

	 C. 
	Two pass compilation 

	 D. 
	None of the above 


13 Task of the lexical analysis 
	 A.
	To parse the source program into the basic elements or tokens of the language 

	 B.
	To build a literal table and an identifier table 

	 C. 
	To build a uniform symbol table 

	 D. 
	All of these


14.Consider the following two statements: 
S1: { 0^2n |n >= l} is a regu1ar language 
S2: { 0^m 0^n 0^(m+n) l m >= 1 and n >= 2} is a regular language 
Which of the following statements is correct? 


       A) Only S1 is correct 
       B) Only S2 is correct 
       C) Both S1 and S2 are correct 
       D) None of S1 and S2 is correct

Unit – II:

   1.A top down parser generates 
	 A.
	Right most derivation 

	 B.
	Right most derivation in reverse 

	 C. 
	Left most derivation 

	 D. 
	Left most derivation in reverse 

	
	


     2.  Parsing is also known as ? 

      A. Lexical analysis

      B. Syntax analysis

      C. Semantic analysis 

     D.  Code generation
      3.YACC builds up 
	 A.
	SLR parsing table 

	 B.
	Canonical LR parsing table 

	 C. 
	LALR parsing table 

	 D. 
	None of the above


     4.___________is a graph representation of a derivation. 
	 A.
	The parse tree 

	 B.
	The oct tree 

	 C. 
	The binary tree 

	 D. 
	None of the above


5.A top down parser generates 
	 A.
	Right most derivation 

	 B.
	Right most derivation in reverse 

	 C. 
	Left most derivation 

	 D. 
	Left most derivation in reverse




6.Recursive descent parsing is an example 
	 A.
	Top down parsing 

	 B.
	Bottom up parsing 

	 C. 
	Predictive parsing 

	 D. 
	None of the above


7.In operator precedence parsing , precedence relations are defoned 
	 A.
	For all pair of non terminals 

	 B.
	For all pair of terminals 

	 C. 
	To delimit the handle 

	 D. 
	Only for a certain pair of terminals 

	
	


8.Which of the following grammar rules violate the requirements of an operator grammar? P,Q,R are non-terminals and r,s,t are terminals. 
(i) P -> Q R 
(ii) P -> s R 
(iii) P -> є 
(iv) P -> Q t R r 
           (A) (i) only 
           (B) (i) and (iii) only 
           (C) (ii) and (iii) only 
           (D) (iii) and (iv) only

9.Which of the following is the most general phase structured grammar ? 
       ( A) Regular 
        (B) Context-sensitive 
       (C) Context free 
        (D) None of the above

10. Which of the following derivations does a top-down parser use while parsing an input string? The input is assumed to be scanned in left to right order. 
      (A) Leftmost derivation 
      (B) Leftmost derivation traced out in reverse 
      (C) Rightmost derivation 
      (D) Rightmost derivation traced out in reverse

11. Which of the following suffices to convert an arbitrary CFG to an LL(1) grammar? 


      (A) Removing left recursion alone 
       (B) Factoring the grammar alone 
       (C) Removing left recursion and factoring the grammar 
       (D) None of the above
12. Consider the following grammar 
S → FR 
R → *S | є 
F → id 
in the predictive parser table, M, of the grammar the entries M[S, id] and M[R, $] respectively 
      (A) {S → FR} and {R →є } 
      (B) {S → FR} and { } 
      (C) {S → FR} and {R → *S} 
     (D) {F → id} and {R → є}
13.Context-free languages are closed under: 
        (A) Union, intersection 
        (B) Union, Kleene closure 
       (C) Intersection, complement 
       (D) Complement, Kleene Closure
14.A grammar that is both left and right recursive for a non-terminal, is 


      (A) Ambiguous

      (B) Unambiguous 
      (C) Information is not sufficient to decide whether it is ambiguous or unambiguous 
     (D) None of the above
15.Given the following expression grammar: 
E -> E * F | F+E | F 
F -> F-F | id 
which of the following is true? 
     (A) * has higher precedence than + 
     (B) – has higher precedence than * 
     (C) + and — have same precedence 
     (D) + has higher precedence than *
16.Which of the following suffices to convert an arbitrary CFG to an LL(1) grammar? 
         (A) Removing left recursion alone 
         (B) Factoring the grammar alone 
         (C) Removing left recursion and factoring the grammar 
         (D) None of the above 

Unit – III:

 1.Inherited attribute is a natural choice in 
	 A.
	Keeping track of variable declaration 

	 B.
	Checking for the correct use of L values and R values 

	 C. 
	Both A and B 

	 D. 
	None of these 


Ans:A
1. Consider a syntax directed translation scheme.If the value of an attribute of a node is a function of the attributes of its children then the attribute is called a 

	 A.
	Canonical attribute 

	 B.
	Synthesized attribute 

	 C. 
	Inherited attributes 

	 D. 
	None of the above

	
	


2. In a bottom up evaluation of a syntax direction definition ,inherited attributes can 

	 A.
	Always be evaluated 

	 B.
	Be evaluated only if the definition is L -attributed 

	 C. 
	Be evaluated only if the definition has synthesized attributes 

	 D. 
	None of the above


3. Inherited attribute is a natural choice in 
	 A.
	Keeping track of variable declaration 

	 B.
	Checking for the correct use of L values and R values 

	 C. 
	Both A and B 

	 D. 
	None of these


4. Consider the following translation scheme. 
S → ER 
R → *E {print{‘*’); R |є 
E → F + E {print (‘+’); | F 
F → (S) | id {print (id.value);} 
Here id is a taken that represents an integer and id.value represents the corresponding integer value. For an input ‘2 * 3 + 4’, this translation scheme prints 
                 (A) 2 * 3 + 4 
                (B) 2 * + 3 4 
                (C) 2 3 * 4 + 
                (D) 2 3 4 + *
5. Synthesized attribute can be easily simulated by a 

	 A.
	LL grammar 

	 B.
	Ambiguous grammar 

	 C. 
	LR grammar 

	
	

	
	


6. An order of evaluation of attributes that is used as a reference for evaluation of semantic analysis during parsing is
A. The depth frist order of evaluation of attributes.

B.  The breadth first order of evaluation of attributes.

C.   The best first order of evaluation of attributes.

D.   None of these
7. The syntax directed definitions that lend themselves to depth first evaluation of attribute are known as
A. L- Attributed definitions

B. D- Attributed definitions

C. Regular definitions

D. None of these
8. In a translation scheme, the semantic actions refer to attribute
A. whose values are already computed by a previous semantic action   

     or by a lexical analyzer.

B. which would be computed by making use of dependency graph.

C. Which have no relationship amongst themselves

D. None of these
9. In a bottom up translation ,evaluation of semantic rules is done using 
A. Dependency graph

B. Parse tree

C. An additional stack containing the values of the attributes of symbols involved in reduction

D. None of these

11.The parse tree method of evaluating semantic rules can be applied to
A. L-Attributed definition

B. Any grammar provided there are no cycles in the dependency graph

C. Any grammar

12. Each node in a dependency graph
A. Corresponds to one attribute of a node in the parse tree

B. Corresponds to three attribute of a node in the parse tree

C. Corresponds to one  node in the parse tree

D. None of these

Unit –IV:
1 .Access time of the symbols table will be logarithmic,if it is implemented by 

	 A.
	Linear list 

	 B.
	Search tree 

	 C. 
	Hash table 

	 D. 
	Self organizing 


3.Which of the following symbols table implementation is based on the property of locality of reference? 

	 A.
	Hash table 

	 B.
	Search tree 

	 C. 
	Self organizing list 

	 D. 
	Linear list


4. The runtime memory can be logically organized into
A. Code area ,Static/global area ,stack, heap

B. Code area and Heap

C. Code area and Global area

D. None of these

5. In dynamic scope, the resolving of the variable, to the declaration is done at
A. Compile time, depending on the program text

B. Runtime, depending on the activations

C. During lexical analysis

D. None of the above

6. For the variable declared in blocks in a block structured language
A. Lexical analysis

B.  A variable resolved to the declaration in the outermost nested block from the point of access

C. A variable resolved to the declaration in the most closely  nested block from the point of access

D. None of these

  7.L-Value refers to
                             A. The storage location of the expression

                             B. The value of the expression

                             C. Any value

D .None of the above

   8.R- value refers to
                             A. The storage location of the expression

                             B. The value of the expression

                             C. Any value

                       D .None of the above

 9. Given the declarations

                       int *p;

                       int *q

                       int  I;

      The following operations are all valid according to the type checking rules of  C0:
A. p+I, I+p, p+q, p-I

B. p+I, p-q,p-I, I-p

C. p-q, p+q, p-I, I+p

D. p-q, I+p, I-p, I+I

10. Given the declarations  int a[1] and int *p which of the following is false?
A. In a parameter list there is absolutely  no difference between them

B. Whether they are global, local or in a parameter list , one can always interchange a & p in an L-value context with out any semantic errors.

C. Whether they are global, local or in a parameter list , one can always interchange a & p in an R-value context with out any semantic errors.

D. It is reasonable to expect that both variables , globals, local or in a parameter list , will take up the same no. of bytes on a 32- bit machine where both pointers and integers are 32 bits.

Unit – V:
1. The graph that shows basic blocks and their successor relationship is called 
	 A.
	DAG 

	 B.
	Flow chart 

	 C. 
	Control graph 

	 D. 
	Hamiltonian graph 

	
	


2. A pictorial representation of the value computed by each statement in the basic block is 

	 A.
	Tree 

	 B.
	DAG 

	 C. 
	Graph 

	 D. 
	None of the above


3. DAG contains the following types of nodes
A. Leaf nodes and interior nodes

B. Leaf nodes , intermediate and optimized nodes

C. Optimized nodes

D. None of the above
4. Local optimization of intermediate code
        A. The analysis and the transformations are localized to a basic 

                  Block

         B. The analysis and the transformations are localized to a group 

                  Block

       C. The analysis and the transformations are localized to a function  

                  In a file

             D. None of the above

5.  Global optimization of intermediate code
       A. The analysis and the transformations  span across basic

                  Blocks

         B. The analysis and the transformations are limited to a basic 

                  Block

         C. The analysis and the transformations are limited to 5 basic block  

                  And 2 functions in each file

               D. None of the above
6. Which of the following basic block of intermediate code kills the expr ‘a+b’
A. I = 0

N1 = a+b

N2 = a-b

B. I = 0

N1 = a+b

B = 45

C. I =0

N1 = a-b

N2 = a+b

D. None of the above

     7. The instruction  A[i]=x becomes
  A)LD  R0, x

    LD  R1, i

    MUL R1, R1, #4

    ST  A(R1), R0

  B)LD  R0, x

    LD  R1, i

    MUL R1, R1, #4

   ST  A(R1), R0

C) ST  R0, x

   ST  R1, i

   MUL R1, R1, #4

   LD  A(R1), R0

D) None of the above
   8. The pointer reference x = *p becomes
  A)LD  R0, p

    LD  R0, 0(R0)

    ST  x, R0

  B)LD  R0, x

    LD  R1, p

    ST  0(R1), R0

  C)ST  R0, x

    ST  R1, p

    LD  0(R1), R0

  D) None of the above

4.The assignment through a pointer *p = x becomes

  A)LD  R0, x

    LD  R1, p

    ST  0(R1), R0

5.Finally if x < y goto L becomes
A) LD   R0, x

    LD   R1, y

    SUB  R0, R0, R1

    BNEG R0, L

B ) ST   R0, x

     ST  R1, y

    SUB  R0, R0, R1
    BNEG R0, L

C ) LD   R0, x

    LD   R1, y

    ADD  R0, R0, R1
    BNEG R0, L
D) None of these
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ASSESMENT OF LEARNING OBJECTIVES AND OUT COMES: DIRECT & INDIRECT
Blooms Taxonomy:
	LEVEL 1 
	REMEMBERING
	Exhibit memory of previously learned material by recalling facts, terms, basic concepts, and answers

	LEVEL 2 
	UNDERSTANDING
	Demonstrate understanding of facts and ideas by organizing, comparing, translating, interpreting, giving descriptions, and stating main ideas.

	LEVEL 3 
	APPLYING
	Solve problems to new situations by applying acquired knowledge, facts, techniques and rules in a different way

	LEVEL 4 
	ANALYZING
	Examine and break information into parts by identifying motives or causes.  Make inferences and find evidence to support generalizations.

	LEVEL 5 
	EVALUATING
	Present and defend opinions by making judgments about information, validity of ideas, or quality of work based on a set of criteria.

	LEVEL 6 
	CREATING
	Compile information together in a different way by combining elements in a new pattern or proposing alternative solutions.


	CSP Rubric

	S.N0
	Criteria
	LEVEL           ( Level : 3-Excellent        Level :2-Good           Level : 1-Poor

	1
	Oral Communication
	3
	Student speaks in phase with the given topic confidently using Audio-Visual aids. Vocabulary is good

	
	
	2
	Student speaking without proper planning, fair usage of Audio-Visual aids. Vocabulary is not good

	
	
	1
	Student speaks vaguely not in phase with the given topic. No synchronization among the talk and Visual Aids

	2
	Writing Skills
	3
	Proper structuring of the document with relevant subtitles, readability of document is high with correct use of grammar. Work is genuine and not published anywhere else

	
	
	2
	Information is gathered without continuity of topic, sentences were not framed properly. Few topics are copied from other documents

	
	
	1
	Information gathered was not relevant to the given task, vague collection of sentences. Content is copied from other documents

	3
	Social and Ethical Awareness 
	3
	Student identifies most potential ethical or societal issues and tries to provide solutions for them discussing with peers

	
	
	2
	Student identifies the societal and ethical issues but fails to provide any solutions discussing with peers

	
	
	1
	Student makes no attempt in identifying the societal and ethical issues

	4
	Content Knowledge
	3
	Student uses appropriate  methods, techniques to model and solve the problem accurately

	
	
	2
	Student tries to model the problem but fails to solve the problem

	
	
	1
	Student fails to model the problem and also fails to solve the problem

	5
	Student Participation
	3
	Listens carefully to the class and tries to answer questions confidently

	
	
	2
	Listens carefully to the lecture but doesn’t attempt to answer the questions

	
	
	1
	Student neither listens to the class nor attempts to answer the questions

	6
	Technical and analytical  Skills
	3
	The program structure is well organized with appropriate use of technologies and methodology. Code is easy to read and well documented. Student is able to implement the algorithm producing accurate results

	
	
	2
	Program structure is well organized with appropriate use of technologies and methodology. Code is quite difficult to read and not properly documented. Student is able to implement the algorithm providing accurate results.

	
	
	1
	Program structure is not well organized with mistakes in usage of appropriate technologies and methodology. Code is difficult to read and student is not able to execute the program

	7
	Practical Knowledge
	3
	Independently able to write programs to strengthen the concepts covered in  theory

	
	
	2
	Independently able to write programs but not able to strengthen the concepts learned in theory

	
	
	1
	Not able to write programs and  not able to strengthen the concepts learned in theory



	8
	Understanding of Engineering core
	3
	Student uses appropriate  methods, techniques to model and solve the problem accurately in the context of multidisciplinary projects 

	
	
	2
	Student tries to model the problem but fails to solve the problem  in the context of multidisciplinary projects

	
	
	1
	Student fails to model the problem and also fails to solve the problem in the context

 of multidisciplinary projects


CSP Rubric Name & Number:

Case Study 1:

Case Study 1:  Design front end compiler for HTML code.

1. Indentify the tokens for the HTML code.
2. Construct the Grammar for checking the  syntax of the HTML code
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Case Study 2:  Design compiler for desk calculator for the following type of expressions

                           2+3,2-3,2%3,2*3,12+3,12-3,12*3,12%4
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