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SYLLABUS

	Unit – I
	Data Warehouse and OLAP Technology: what is a  Data Warehouse   Multidimensional Data Model   OLAP Operations on Multidimensional Data    Data Warehouse Architecture
Cube computation: Multiway Array Aggregation  BUC   ( T1:Chapter 3 4)


	Unit – II
	Introduction to Data Mining :Fundamentals of data mining  Data Mining Functionalities 
Data Mining Task Primitives Major issues in Data Mining. 
Data Preprocessing: Needs for Preprocessing the Data  Data Cleaning  Data Integration and Transformation  Data Reduction (T1:Chapter 1  2)


	Unit – III
	Mining Frequent Pattern: Associations and Correlations: Basic Concepts Efficient and Scalable Frequent Item set Mining Methods  Mining various kinds of Association Rules  (T1:chapter 5)
Classification and Prediction: Issues Regarding Classification and Prediction  Classification by Decision Tree Induction  Bayesian Classification (T1:Chapter 6)
.

	Unit – IV
	Cluster Analysis Introduction : Types of Data in Cluster Analysis  A Categorization of Major Clustering Methods  Partitioning Methods-K-means PAM  Hierarchical Methods-BIRCH  Density-Based Methods-DBSCAN  Outlier Detection.(T1 Chapter 7 T2: Chapter 4)

.

	Unit – V
	Pattern Discovery in real world data: Mining Time-Series Data  Spatial Data Mining  Multimedia Data Mining  Text Mining  Mining the World Wide Web  Data Mining Applications (T2:chapter 5)




TEXT BOOKS & OTHER REFERENCES 
	Text Books

	T1.
	Data Mining – Concepts and Techniques - Jiawei Han & Micheline Kamber Harcourt India

	T2.
	Data Mining – Vikram Pudi & P.Radha Krishna-Oxford Publication.


	Suggested / Reference Books

	R1.
	 Data Mining Introductory and advanced topics –margaret h dunham  Pearson education

	R2.
	Data Mining Techniques – ARUN K PUJARI  University Press

	R3.
	Data Warehousing in the Real World – Sam anahory & Dennis Murray. Pearson Edn Asia


	Websites References 

	1. 
	www.cs.gsu.edu/~cscyqz/courses/dm/dmlectures.html

	2. 
	www.inf.unibz.it/dis/teaching/DWDM/

	3. 
	https://files.ifi.uzh.ch/boehlen/dis/teaching/DWDM08/


Time Table
            
 Room No:  






W.E.F:  

	Class Hour

Time
	1
	2
	3
	4
	12:20 – 1:10
LUNCH BREAK
	5
	6
	7

	
	9:00 -09:50
	09.50 –10:40
	10:40 –11:30
	11:30 – 12: 20
	
	1:10 – 2:00
	2:00 – 2:50
	2:50 – 3:40

	MON
	
	
	
	
	
	
	
	

	TUE
	
	
	
	
	
	
	
	

	WED
	
	
	
	
	
	
	
	

	THU
	
	
	
	
	
	
	
	

	FRI
	
	
	
	
	
	
	
	

	SAT
	
	
	
	
	
	
	
	


PROGRAM EDUCATIONAL OBJECTIVES (PEO’s)

	PEO1
	The Graduates are employable as software professionals in reputed industries.

	PEO2
	The Graduates analyze problems by  applying  the principles of computer science  mathematics and scientific investigation to design  and implement  industry accepted solutions using latest technologies.

	PEO3
	The Graduates work productively in supportive and leadership roles on multidisciplinary teams with effective communication and team work skills with high regard to legal and ethical responsibilities.

	PEO4
	The Graduates embrace lifelong learning to meet ever changing developments in computer science and Engineering.


PROGRAM EDUCATIONAL OBJECTIVES (PEO’s)

	PEO1
	The Graduates are employable as software professionals in reputed industries.

	PEO2
	The Graduates analyze problems by  applying  the principles of computer science  mathematics and scientific investigation to design  and implement  industry accepted solutions using latest technologies.

	PEO3
	The Graduates work productively in supportive and leadership roles on multidisciplinary teams with effective communication and team work skills with high regard to legal and ethical responsibilities.

	PEO4
	The Graduates embrace lifelong learning to meet ever changing developments in computer science and Engineering.


PROGRAMME SPECIFIC OUTCOMES

PSO1: Professional Skill: The ability to understand, analyze and develop software solutions

PSO2: Problem-Solving Skill: The ability to apply standard principles, practices and strategies for software development

PSO3: Successful Career: The ability to become Employee, Entrepreneur and/or Life Long Leaner in the domain of Computer Science.

PROGRAM OUTCOMES (PO’s)

1.  Engineering    knowledge:    Apply   the   knowledge   of mathematics  science  engineering fundamentals  and an engineering specialization for the solution of complex engineering problems.

2. Problem  analysis:  Identify   formulate   research  literature   and   analyze   complex  engineering problems reaching substantiated conclusions  using  first  principles  of mathematics  natural sciences   and  engineering sciences.

3. Design/development  of   solutions:   Design   solutions  for   complex   engineering  problems   and    design   system components or   processes    that    meet    the    specified  needs  with  appropriate consideration  for   public  health   and  safety  and cultural   societal  and environmental considerations.

4. Conduct investigations of   complex   problems:   Use research-based knowledge and    research    methods including   design    of   experiments    analysis   and   interpretation of   data    and   synthesis   of   t h e    information   to   provide   valid   conclusions.

5. Modern tool usage:   Create     select    and   apply   appropriate   techniques    resources    and   modern   engineering   and   IT   tools  including   prediction and modeling to   complex   engineering activities    with   an   understanding of the limitations.

6. The   engineer    and    society:   Apply reasoning    informed    by    the    contextual    knowledge to  assess  societal   health   safety  legal  and  cultural  issues  and  the  consequent responsibilities relevant to the professional engineering practice.

7. Environment   and   sustainability:   Understand   the   impact   of   the professional   engineering    solutions     in    societal    and environmental contexts     and demonstrate the   knowledge of  and need for sustainable development.

8. Ethics:   Apply   ethical   principles   and   commit   to   professional   ethics   and   responsibilities and norms of the engineering practice.

9. Individual  and  team  work:  Function   effectively  as  an  individual   and   as  a  member or leader  in diverse teams  and  in multidisciplinary  settings.

10. Communication:  Communicate  effectively  on   complex  engineering activities with  the  engineering community and  with  the   society  at  large   such  as   being    able    to    comprehend and    write    effective    reports    and    design documentation  make   effective   presentations  and   give   and   receive   clear   instructions.

11. Project management and      finance:      Demonstrate knowledge and understanding of  the   engineering  and  management  principles  and   apply  these  to  one’s  own  work   as  a  member  and  leader  in  a  team   to  manage projects  and  in  multidisciplinary  environments.

12. Life-long  learning:  Recognize  the  need  for   and  have  the  preparation and ability to  engage in independent and  life-long  learning   in  the   broadest  context  of technological change.

COURSE OUTCOMES:

Course Outcomes:

After undergoing the course Students will be able to : 

CO1:Student able to design a data mart or data warehouse for any organization

      CO2 :Student able to asses raw input data and preprocess it to provide suitable input for  range of data mining algorithms

CO3 Student able to extract association rules and classification model

CO4:Student able to identify the similar  objects using clustering techniques

CO5 :Student able to explore recent trends in data mining such as web mining, spatial-temporal mining

MAPPING OF COURSE OUT COMES WITH PO’s & PEO’s

	Course Outcomes
	PO’s
	PEO’s

	CO1
	1,2,3,4,6,8,11
	1 2 4

	CO2
	1,2,3,4,5,7,8,
	1 2 4

	CO3
	1,2,4,5,11,12
	1 2 4

	CO4
	1,2,4,11,12
	1 2 4

	CO5
	1,2,4,11,12
	1 2 4


Correlation of COs with Pos

	COs
	PO1
	PO2
	PO3
	PO4
	PO5
	PO6
	PO7
	PO8
	PO9
	PO10
	PO11
	PO12

	CO1
	3
	3
	3
	3
	
	3
	
	1
	
	
	3
	

	CO2
	3
	3
	2
	3
	3
	
	1
	1
	
	
	
	

	CO3
	3
	3
	
	3
	3
	
	
	
	
	
	2
	2

	CO4
	3
	3
	
	3
	
	
	
	
	
	
	2
	2

	CO5
	3
	3
	
	3
	
	
	
	
	
	
	2
	2


Correlation of COs with PSOs

	   PSOs

        COS
	PSO1
	PSO2
	PSO3

	CO1
	3
	3
	3

	CO2
	3
	3
	3

	CO3
	2
	3
	2

	CO4
	2
	3
	2

	CO5
	3
	3
	3


COURSE SCHEDULE
  Distribution of Hours Unit – Wise
	Unit
	Topic
	Chapters
	Total No. of Hours

	
	
	Book1
	Book2
	

	I
	Data Warehouse and OLAP Technology Data Cube Computation and Data Generalization
	3 4
	
	9

	II
	Introduction to Data mining  Data Preprocessing

	1 2
	
	9

	III
	Mining Frequent Patterns  Associations and Correlations  Classification and Prediction
	5 6
	
	13

	IV
	Cluster Analysis Introduction
	
	7 4
	7

	V
	Mining Streams objects Applications
	10 11
	5
	7

	Contact classes for Syllabus coverage
	45

	Tutorial Classes : 05  ; Online Quiz : 1 per unit    

Descriptive Tests : 02 (Before Mid Examination)  

Revision classes :1 per unit 
	


	Number of Hours / lectures available in this Semester / Year 
	


Lecture Plan
	Topic
	Text Book
	Teaching Methodlogy
	Expected Date of Completion
	Actual Date of Completion
	Remarks

	UNIT-1:Data Warehouse and OLAP Technology
	 
	 
	 

	 what is Data Warehouse 
	T1-1.3
	video  play  chalk and Talk 
	 
	 
	 

	 ,,
	3.1
	KDD PROCESS  ACTIVITY
	 
	 
	 

	 Data Warehouse Architecture
	3.3
	 Chalk and Talk
	 
	 
	 

	  Multidimensional Data Model  
	3.2
	Demonstration by  PPT 
	 
	 
	 

	 ,,
	3.2
	Problem solving (Group)
	 
	 
	 

	 OLAP Operations on Multidimensional Data  
	3.2.
	Demonstration Using OLAP TOOL www.olap.anuragweb.club
	 
	 
	 

	Cube computation:Multiway Array Aggregation
	4.1.2
	Demonstration by Teacher Using PPT 
	 
	 
	 

	 ,,
	4.1.2
	Problem solving (Group)
	 
	 
	 

	BUC
	4.1.3
	TPS(THINK  PAIR   SHARE) 
	 
	 
	 

	QUIZ IN MOODLE
	 
	 
	 

	UNIT-2:Introduction to Data Mining 
	 
	 
	 

	Fundamentals of data mining &  Data Mining Functionalities
	1.4
	 Chalk and Talk
	 
	 
	 

	 
	1.4
	ROLE PLAY
	 
	 
	 

	Data Mining Task Primitives & Major issues in Data Mining.
	1.7 &1.8
	 Chalk and Talk
	 
	 
	 

	Needs for Preprocessing the Data &  Data Cleaning
	1.7 & 1.9
	 Chalk and Talk
	 
	 
	 

	 ,,
	1.9
	Problem solving 
	 
	 
	 

	 Data Integration and Transformation 
	2.4
	Demonstration by  PPT 
	 
	 
	 

	 ,,
	2.4
	Problem solving 
	 
	 
	 

	Data Reduction
	2.5
	Demonstration by  PPT 
	 
	 
	 

	 ,,
	2.5
	Demonstration by PPT 
	 
	 
	 

	Assignment through Moodle
	 
	 
	 

	QUIZ IN MOODLE
	 
	 
	 

	UNIT-3:Mining Frequent Pattern Associations and Correlations
	 
	 
	 

	 Basic Concepts 
	5.1
	video  play    chalk and Talk 
	 
	 
	 

	Efficient and Scalable Frequent Item set Mining Methods 
	5.2.1
	 Chalk and Talk With example
	 
	 
	 

	Problem on  Apriori 
	5.2.1
	Problem solving (Group)
	 
	 
	 

	Improvement in Apriori
	5.2.2&5.2.3
	 Chalk and Talk
	 
	 
	 

	 FP Growth 
	5.2.4
	 Chalk and Talk With example
	 
	 
	 

	 Problem on FpPGrowth
	5.2.4
	Problem solving (Group)
	 
	 
	 

	 Closed frequent itemsets
	5.2.6
	 Chalk and Talk  With example
	 
	 
	 

	 Mining various kinds of Association Rules 
	5.3
	Demonstration by PPT 
	 
	 
	 

	CASE STUDY 1 (MOODLE)
	 
	 
	 

	Classification and Prediction:
	 
	 
	 

	 Issues Regarding Classification and Prediction 
	6.1 &6.2
	video  play    chalk and Talk 
	 
	 
	 

	 Classification by Decision Tree Induction 
	6.3.1  6.3.2
	 Chalk and Talk  With example
	 
	 
	 

	 ,,
	6.3.2 & 6.3.3
	 Chalk and Talk  With example
	 
	 
	 

	Bayesian Classification 
	6.4.1 & 6.4.2
	 Chalk and Talk  With example
	 
	 
	 

	 ,,
	 6.4.2
	Problem solving (Group)
	 
	 
	 

	Assignment through Moodle
	 
	 
	 

	QUIZ IN MOODLE
	 
	 
	 

	UNIT-4:Cluster Analysis Introduction 
	 
	 
	 

	Types of Data in Cluster Analysis 
	7.1 & 7.2
	video   Chalk and Talk 
	 
	 
	 

	 A Categorization of Major Clustering Methods & k-MEANS
	T2: 4.5 & 4.6
	Demonstration  PPT AND example
	 
	 
	 

	 ,,
	4.6
	TPS(THINK  PAIR   SHARE) 
	 
	 
	 

	PAM 
	4.6.3
	 Chalk and Talk With example
	 
	 
	 

	Hierarchical Methods-BIRCH 
	4.7
	 Chalk and Talk With example
	 
	 
	 

	 ,,
	4.7
	TPS(THINK  PAIR   SHARE) 
	 
	 
	 

	Density-Based Methods-DBSCAN 
	4.8
	 Chalk and Talk With example
	 
	 
	 

	 ,,
	4.8
	TPS(THINK  PAIR   SHARE) 
	 
	 
	 

	QUIZ IN MOODLE
	 
	 
	 

	UNIT-5:Pattern Discovery in real world data(FLIPED CLASS ROOM)
	 
	 
	 

	 Mining Time-Series Data 
	5.7
	Teacher Discurssion 
	 
	 
	 

	Spatial Data Mining 
	5.5
	Teacher Discurssion 
	 
	 
	 

	Multimedia Data Mining 
	5.3
	Teacher Discurssion 
	 
	 
	 

	Text Mining 
	5.8
	Teacher Discurssion 
	 
	 
	 

	Mining the World Wide Web 
	5.8
	Teacher Discurssion 
	 
	 
	 

	 Data Mining Applications
	T1-11.1
	Teacher Discurssion 
	 
	 
	 

	QUIZ IN MOODLE
	 
	 
	 

	CASE STUDY 2 (MOODLE )
	 
	 
	 

	Total
	 
	 
	 
	 


Date of Unit Completion & Remarks
	Unit – 1

	Date
	:
	__ / __ / __

	Remarks:

​​​​​​​​​________________________________________________________________________

________________________________________________________________________



	Unit – 2

	Date
	:
	__ / __ / __

	Remarks:

​​​​​​​​​________________________________________________________________________

________________________________________________________________________



	Unit – 3

	Date
	:
	__ / __ / __

	Remarks:

​​​​​​​​​________________________________________________________________________

________________________________________________________________________



	Unit – 4

	Date
	:
	__ / __ / __

	Remarks:

​​​​​​​​​________________________________________________________________________

________________________________________________________________________



	Unit – 5

	Date

	Remarks:

​​​​​​​​​________________________________________________________________________

________________________________________________________________________



	


Unit Wise Assignments (With different Levels of thinking (Blooms Taxonomy))

Note: For every question please mention the level of Blooms taxonomy
	Unit – 1

	1.
	How does data ware house help in improving business of an organization [L3]

	2
	Briefly compare the following concepts. You may use an example to explain your point(s).

(a) Snowflake schema  fact constellation  starnet query model

(b) Enterprise warehouse  data mart  virtual warehouse.  [L4]



	Unit – 2

	1.
	 Discuss various steps and approaches for data cleaning [L1]


	2.
	Differentiate between  data mining and statistics [L4]


	3.
	Differentiate between  data mining and data warehouse [L4]


	Unit – 3

	1.
	 What are precision and recall ? how do they differ  from accurency [L2]

	2.
	A database has five transactions. Let min sup = 50% and min con f = 70%.


(a)  Find all frequent itemsets using Apriori and FP-growth  respectively. Compare the efficiency of the two mining processes. [L3]


	Unit – 4

	1.
	Given the following measurements for the variable age  42 18  22  25 28  43  56  28  33  35   standardize the variable by the following:

       
 (a) Compute the mean absolute deviation of age.

        
(b) Compute the z-score for the first four measurements  [L2]

	2.
	Generalize  each of the following clustering algorithms in terms of the following criteria: (i) shapes of clusters that can be determined; (ii) input parameters that must be specified; and (iii) limitations.

(a) k-means                                                                                     [L4]
 (b) BIRCH

(c) DBSCAN



	3
	Given two objects represented by the tuples (22  1  42  10) and (20  0  36  8):

(a) Compute the Euclidean distance between the two objects.

(b) Compute the Manhattan distance between the two objects.

(c) Compute the Minkowski distance between the two objects  using q = 3.

[L3]

	Unit – 5

	1.
	Explain pattern discovery in time –series data [L1]

	2.
	Explain pattern discovery in  spatial data [L1]


Case Studies (With different Levels of thinking (Blooms Taxonomy))

Note: For every Case Study please mention the level of Blooms taxonomy

	1(Covering Syllabus Up to Mid-1)

	You analyze the injection of polio vaccine (PV)  infant and adult has any influence on sudden death from below medical data base (LEVEL-3)

infant

adult

polio vaccine (PV)

sudden death SD

support Count

1

0

1

1

26

1

0

1

0

24

1

0

0

1

49

1

0

0

0

1

0

1

1

1

20

0

1

1

0

130

0

1

0

1

240

0

1

0

0

510



	2(Covering Entire Syllabus)

	Assume that you are the captain of your college Basket ball Team.Based on the past record given in the following table  design a strategy to win the next game [L3]
whare

when

ravi start

girish offense

girish defends

opposite center

out come

college

7:00 PM

yes

centre

Forward

tall

won

college

7:00 PM

yes

Forward

centre

short

won

university

7:00 PM

yes

Forward

Forward

tall

won

university

9:00 PM

yes

Forward

Forward

short

lost

college

7:00 PM

centre

centre

tall

won

university

7:00 PM

yes

centre

centre

short

won

university

9:00 PM

yes

centre

Forward

short

lost

college

7:00 PM

yes

centre

centre

short

won

college

7:00 PM

yes

centre

Forward

short

won

college

7:00 PM

yes

centre

Forward

tall

won




Unit Wise Multiple Choice Questions for CRT & Competitive Examinations

Unit – I: 
1 Pick the odd one out:

a. SQL

b. Data Warehouse

c. Data Mining

d. OLAP

2 A Data Warehouse is a good source of data for the downstream data mining applications because:

e. It contains historical data

f. It contains aggregated data

g. It contains integrated data

h. It contains preprocessed data

3 Pick the right sequence:

i. OLTP-DW-DM-OLAP

j. OLTP-DW-OLAP-DM

k. DW-OLTP- OLAP- DM

l. OLAP-OLTP-DW-DM
Unit – II: 
	1 A more appropriate name for Data Mining could be:

a. Internet Mining

b. Data Warehouse Mining

c. Knowledge Mining

d. Database Mining

2. Scalable DM algorithm are those for which

a. Running time remains same with increasing amount of data

b. Running time increases exponentially with increasing amount of data

c. Running time decreases with increasing amount of data

d. Running time increases linearly with increasing amount of data

3. Removing some irrelevant attributes from data sets is called:
a.  Data Pruning

b.  Normalization
c. Dimensionality reduction
d. Attribute subset selection
4. Which is(are) true about noise & outliers in a data set:

a. Noise represents erroneous values

b. Noise represents unusual behavior

c. Outlier may be there due to noise

d. Noise may be there due to outliers

Unit – III:
1. Which two come nearest to each other:
a. Association Rules & Classification
b. Classification & Prediction
c. Classification & Clustering
d.  Association Rules & Clustering

2. Association rules  X(Y & Y(X both  exist for a given min_sup and min_conf. Pick the correct statement(s): 
a. Both ARs have same support & confidence
b. Both ARs have different support & confidence
c. Support is same but not confidence
d. Confidence is same but not support 
3.  The AR: Bread  Butter (Jam is an example of
a. Boolean  Quantitative AR
b. Boolean  Multilevel AR
c. Multidimensional  Multilevel AR
d. Boolean  Single-dimensional AR

4. In sampling algorithm  if all the large itemsets are in the set of potentially large itemsets generated from the sample  then the number of database scans needed to find all large itemsets are:

a. 2
b. 3
c. 1
d. 0

5. In market-basket analysis  for an association rule to have business value  it should have:

a. Confidence
b. Support

c. Both
d. None

6. In  Apriori  algorithm  if large 1-itemsets are 50  then the number of candidate 2-itemsets will be:

a. 50
b. 25

c. 1230
d. 50! (50 factorial)
Unit – IV:
1. Distance between clusters can be measured using:

a. Single link

b. Average link

c. Centroid

d. Mediod

2. K-means & K-mediods are:

a. Hierarchical agglomerative methods

b. Partitioning methods

c. Density-based methods

d. Hierarchical divisive methods

3. K-modes method for data clustering is:

a. Similar to K-means

b. Similar to K-mediods 

c. A variant of K-means for clustering categorical data

d. A an efficient version of K-means in terms of convergence

4. The number of cost calculations in K-mediods for n data points and K clusters is:

a. n!(n-K)!

b. n(n-K)* number of iterations

c. (n-K)!

d. n*K

5. Mark the statement(s) that are true for K-means clustering algorithm:

a. Running time is O(tkn) where t=no. of iterations  n= no. of data points  & k= no. of clusters

b. Sensitive to initial seeds

c. Sensitive to noise & outliers

d. More efficient than k-medoids

6. For DBSCAN algorithm  pick the incorrect statement
a. Density reachability is asymmetric
b. Density connectivity is symmetric
c. Both density reachability and connectivity are symmetric
d. Arbitrary shaped clusters can be found

Unit – V: 
1  In document representation  stemming means:

a  Removal of stop words

b Removal of duplicate words

c Reducing words to their root form

d All of the above

2 Web Usage Mining can be used for:

a  Personalization
b Searching
c Site modification
d Target advertising



	

	

	


University Question Papers
JNTU IV B.Tech II Semester Examinations  DATA WAREHOUSING AND DATA MINING Apr/May 2008
(Computer Science Engineering)
Time: 3 hours Max Marks: 80

1 a)Data Warehousing And Data Mining

(b) Differentiate operational database systems and data warehousing. [8+8] 

2. (a) Briefly discuss about data integration.

(b) Briefly discuss about data transformation. [8+8] 

3. (a) Describe why is it important to have a data mining query language.

(b) The four major types of concept hierarchies are: schema hierarchies  set-grouping hierarchies  operation-derived hierarchies  and rule-based hierarchies-Briefly define each type of hierarchy. [8+8] 

4. Write short notes for the following in detail:

(a) Measuring the central tendency

(b) Measuring the dispersion of data. [16] 

5. (a) How can we mine multilevel Association rules efficiently using concept hierarchies? Explain.

(b) Can we design a method that mines the complete set of frequent item sets without candidate generation. If yes  explain with example. [8+8] 

6. (a) Explain about basic decision tree induction algorithm.

(b) Discuss about Bayesian classification. [8+8] 

7. (a) Given two objects represented by the tuples (22 1 42 10) and (20 0 36 8):

i. Compute the Euclidean distance between the two objects.

ii. Compute the Manhanttan distance between the two objects.

iii. Compute the Minkowski distance between the two objects  using q=3.

(b) Explain about Statistical-based outlier detection and Deviation-based outlier detection. [3+3+4+3+3] 

8. (a) Give an example of generalization-based mining of plan databases by divide-and-conquer.

(b) What is sequential pattern mining? Explain.

(c) Explain the construction of a multilayered web information base. [8+4+4]

JNTU IV B.Tech II Semester Examinations  DATA WAREHOUSING AND DATA MINING Apr/May 2009
(Computer Science Engineering)
Time: 3 hours Max Marks: 80

1. Briefly compare the following concepts. Use an example to explain your points.

(a) Snowflake schema  fact constellation  starnet query model.

(b) Data cleaning  data transformation  refresh.

(c) Discovery driven cube  multifeature cube  and virtual warehouse. [16] 

2. (a) Briefly discuss the data smoothing techniques.

(b) Explain about concept hierarchy generation for categorical data. [8+8] 

3. (a) List and describe any four primitives for specifying a data mining task.

(b) Describe why concept hierarchies are useful in data mining. [8+8] 

4. (a) What are the differences between concept description in large data bases and

OLAP?

(b) Explain about the graph displays of basic statistical class description. [8+8] 

5. Explain the Apriori algorithm with example. [16] 

6. (a) Can any ideas from association rule mining be applied to classification? Ex-

plain.

(b) Explain training Bayesian belief networks.

(c) How does tree pruning work? What are some enhancements to basic decision

tree induction? [6+5+5]

 

7. (a) What are the categories of major clustering methods? Explain.

(b) Explain about outlier analysis. [6+10] 

8. (a) How to mine Multimedia databases? Explain.

(b) Define web mining. What are the observations made in mining the Web foreffective resource and knowledge discovery?
(c) What is web usage mining? [10+4+2]
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TOPICS BEYOND SYLLABUS

	S.No. 
	Topic
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ASSESMENT OF COURSE OUTCOMES: DIRECT 
Blooms Taxonomy:

	LEVEL 1 
	REMEMBERING
	Exhibit memory of previously learned material by recalling facts, terms, basic concepts, and answers



	LEVEL 2 
	UNDERSTANDING
	Demonstrate understanding of facts and ideas by organizing, comparing, translating, interpreting, giving descriptions, and stating main ideas.



	LEVEL 3 
	APPLYING
	Solve problems to new situations by applying acquired knowledge, facts, techniques and rules in a different way



	LEVEL 4 
	ANALYZING
	Examine and break information into parts by identifying motives or causes.  Make inferences and find evidence to support generalizations.



	LEVEL 5 
	EVALUATING
	Present and defend opinions by making judgments about information, validity of ideas, or quality of work based on a set of criteria.



	LEVEL 6 
	CREATING
	Compile information together in a different way by combining elements in a new pattern or proposing alternative solutions.
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ASSESMENT OF COURSE OUTCOMES: INDIRECT
	CSP Rubric

	S.N0
	Criteria
	LEVEL           ( Level : 3-Excellent        Level :2-Good           Level : 1-Poor)

	1
	Oral Communication
	3
	Student speaks in phase with the given topic confidently using Audio-Visual aids. Vocabulary is good

	
	
	2
	Student speaking without proper planning, fair usage of Audio-Visual aids. Vocabulary is not good

	
	
	1
	Student speaks vaguely not in phase with the given topic. No synchronization among the talk and Visual Aids

	2
	Writing Skills
	3
	Proper structuring of the document with relevant subtitles, readability of document is high with correct use of grammar. Work is genuine and not published anywhere else

	
	
	2
	Information is gathered without continuity of topic, sentences were not framed properly. Few topics are copied from other documents

	
	
	1
	Information gathered was not relevant to the given task, vague collection of sentences. Content is copied from other documents

	3
	Social and Ethical Awareness 
	3
	Student identifies most potential ethical or societal issues and tries to provide solutions for them discussing with peers

	
	
	2
	Student identifies the societal and ethical issues but fails to provide any solutions discussing with peers

	
	
	1
	Student makes no attempt in identifying the societal and ethical issues

	4
	Content Knowledge
	3
	Student uses appropriate  methods, techniques to model and solve the problem accurately

	
	
	2
	Student tries to model the problem but fails to solve the problem

	
	
	1
	Student fails to model the problem and also fails to solve the problem

	5
	Student Participation
	3
	Listens carefully to the class and tries to answer questions confidently

	
	
	2
	Listens carefully to the lecture but doesn’t attempt to answer the questions

	
	
	1
	Student neither listens to the class nor attempts to answer the questions

	6
	Technical and analytical  Skills
	3
	The program structure is well organized with appropriate use of technologies and methodology. Code is easy to read and well documented. Student is able to implement the algorithm producing accurate results

	
	
	2
	Program structure is well organized with appropriate use of technologies and methodology. Code is quite difficult to read and not properly documented. Student is able to implement the algorithm providing accurate results.

	
	
	1
	Program structure is not well organized with mistakes in usage of appropriate technologies and methodology. Code is difficult to read and student is not able to execute the program

	7
	Practical Knowledge
	3
	Independently able to write programs to strengthen the concepts covered in  theory

	
	
	2
	Independently able to write programs but not able to strengthen the concepts learned in theory

	
	
	1
	Not able to write programs and  not able to strengthen the concepts learned in theory



	8
	Understanding of Engineering core
	3
	Student uses appropriate  methods, techniques to model and solve the problem accurately in the context of multidisciplinary projects 

	
	
	2
	Student tries to model the problem but fails to solve the problem  in the context of multidisciplinary projects

	
	
	1
	Student fails to model the problem and also fails to solve the problem in the context

 of multidisciplinary projects
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