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HYPERVISOR

1. Introduction

A hypervisor or virtual machine monitor (VMM) is a piece of computer software, firmware or hardware that creates and runs virtual machines.
A computer on which a hypervisor is running one or more virtual machines is defined as a host machine. Each virtual machine is called a guest machine. The hypervisor presents the guest operating systems with a virtual operating platform and manages the execution of the guest operating systems. Multiple instances of a variety of operating systems may share the virtualized hardware resources.

2. Classification
In 1974 article "Formal Requirements for Virtualizable Third Generation Architectures" Gerald J. Popek and Robert P. Goldberg classified two types of hypervisor. 
· Type1 (or native, bare metal) hypervisors run directly on the host's hardware to control the hardware and to manage guest operating systems. A guest operating-system thus runs on another level above the hypervisor.
· This model represents the classic implementation of virtual-machine architectures; IBM developed the original hypervisors as bare-metal tools in the 1960s: the test tool SIMMON, and CP/CMS. CP/CMS was the ancestor of IBM's z/VM. Modern equivalents include Oracle VM Server for SPARC, Oracle VM Server for x86, the CitrixXenServer, VMware ESX/ESXi and Microsoft Hyper-V 2008/2012.
· Type2 (or hosted) hypervisors run within a conventional operating-system environment. With the hypervisor layer as a distinct second software level, guest operating-systems run at the third level above the hardware. VMware Workstation and VirtualBox exemplify Type 2 hypervisors.
The classification of specific hypervisor implementations as Type 1 or Type 2 is not always clear cut. For example, Kernel (KVM) and bhyve are implemented as a kernel module for Linux and FreeBSD respectively which, when loaded, allows its host operating system to act as a bare-metal (i.e., Type 1) hypervisor. However, as Linux distributions and FreeBSD are operating systems in their own right, one can regard KVM and bhyve as Type 2 hypervisors. 
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Fig: Hypervisors types
Computer hardware virtualization is the virtualization of computers or operating systems. It hides the physical characteristics of a computing platform from users, instead showing another abstract computing platform. At its origins, the software that controlled virtualization was called a "control program", but the terms "hypervisor" or "virtual machine monitor" are now preferred.

3. Concept
The term "virtualization" was coined in the 1960s to refer to a virtual machine (sometimes called "pseudo machine"), a term which itself dates from the experimental IBM M44/44X system. The creation and management of virtual machines has been called "platform virtualization", or "server virtualization", more recently.
Platform virtualization is performed on a given hardware platform by host software (a control program), which creates a simulated computer environment, a virtual machine (VM), for its guest software. The guest software is not limited to user applications; many hosts allow the execution of complete operating systems. The guest software executes as if it were running directly on the physical hardware, with several notable caveats. Access to physical system resources (such as the network access, display, keyboard, and disk storage) is generally managed at a more restrictive level than the host processor and system-memory. Guests are often restricted from accessing specific peripheral devices, or may be limited to a subset of the device's native capabilities, depending on the hardware access policy implemented by the virtualization host.
Virtualization often exacts performance penalties, both in resources required to run the hypervisor, and as well as in reduced performance on the virtual machine compared to running native on the physical machine.

Reasons for Virtualization
· In the case of server consolidation, many small physical servers are replaced by one larger physical server to increase the utilization of costly hardware resources such as CPU. Although hardware is consolidated, typically OSs are not. Instead, each OS running on a physical server becomes converted to a distinct OS running inside a virtual machine. The large server can "host" many such "guest" virtual machines. This is known as Physical-to-Virtual (P2V) transformation.
· Consolidating servers can also have the added benefit of reducing energy consumption. A typical server runs at 425 W and VMware estimates an average server consolidation ratio of 10:1. 
· A virtual machine can be more easily controlled and inspected from outside than a physical one, and its configuration is more flexible. This is very useful in kernel development and for teaching operating system courses. 
· A new virtual machine can be provisioned as needed without the need for an up-front hardware purchase.
· A virtual machine can easily be relocated from one physical machine to another as needed. For example, a salesperson going to a customer can copy a virtual machine with the demonstration software to his laptop, without the need to transport the physical computer. Likewise, an error inside a virtual machine does not harm the host system, so there is no risk of breaking down the OS on the laptop.
· Because of the easy relocation, virtual machines can be used in disaster recovery scenarios.
However, when multiple VMs are concurrently running on the same physical host, each VM may exhibit a varying and unstable performance, which highly depends on the workload imposed on the system by other VMs, unless proper techniques are used for temporal isolation among virtual machines.
There are several approaches to platform virtualization.


4. Types of Virtualization
Full Virtualization
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Fig: Logical Diagram of Full Virtualization

In full virtualization, the virtual machine simulates enough hardware to allow an unmodified "guest" OS (one designed for the same instruction set) to be run in isolation. This approach was pioneered in 1966 with the IBM CP-40 and CP-67, predecessors of the VMfamily. Examples outside the mainframe field include Parallels Workstation, Parallels Desktop for Mac, VirtualBox, Virtual Iron, Oracle VM, Virtual PC, Virtual Server, Hyper-V, VMware Workstation, VMware Server (formerly GSX Server), QEMU, Adeos, Mac-on-Linux, Win4BSD, Win4Lin Pro, and Egenera vBlade technology.

Hardware and Pure Virtualization

In hardware-assisted virtualization, the hardware provides architectural support that facilitates building a virtual machine monitor and allows guest OSes to be run in isolation. Hardware-assisted virtualization was first introduced on the IBM System/370 in 1972, for use with VM/370, the first virtual machine operating system. In 2005 and 2006, Intel and AMD provided additional hardware to support virtualization. Sun Microsystems (now Oracle Corporation) added similar features in their UltraSPARC T-Series processors in 2005. Examples of virtualization platforms adapted to such hardware include Linux KVM, VMware Workstation, VMware Fusion, Microsoft Hyper-V, Microsoft Virtual PC, Xen, Parallels Desktop for Mac, Oracle VM Server for SPARC, VirtualBox and Parallels Workstation.
In 2006 first-generation 32- and 64-bit x86 hardware supports was found rarely to offer performance advantages over software virtualization. 

Partial Virtualization

In partial virtualization, including address space virtualization, the virtual machine simulates multiple instances of much of an underlying hardware environment, particularly address spaces. Usually, this means that entire operating systems cannot run in the virtual machine – which would be the sign of full virtualization – but that many applications can run. A key form of partial virtualization is address space virtualization, in which each virtual machine consists of an independent address space. This capability requires address relocation hardware, and has been present in most practical examples of partial virtualization. 
Partial virtualization was an important historical milestone on the way to full virtualization. It was used in the first-generation time-sharing system CTSS, in the IBM M44/44Xexperimental paging system, and arguably systems like MVS and the Commodore 64 (a couple of 'task switch' programs). The term could also be used to describe any operating system that provides separate address spaces for individual users or processes, including many that today would not be considered virtual machine systems. Experience with partial virtualization, and its limitations, led to the creation of the first full virtualization system (IBM's CP-40, the first iteration of CP/CMS which would eventually become IBM's VM family). (Many more recent systems, such as Microsoft Windows and Linux, as well as the remaining categories below, also use this basic approach.
Partial virtualization is significantly easier to implement than full virtualization. It has often provided useful, robust virtual machines, capable of supporting important applications. Partial virtualization has proven highly successful for sharing computer resources among multiple users.
However, in comparison with full virtualization, its drawback is in situations requiring backward compatibility or portability. It can be hard to anticipate precisely which features have been used by a given application. If certain hardware features are not simulated, then any software using those features will fail.




Para Virtualization

In para virtualization, the virtual machine does not necessarily simulate hardware, but instead (or in addition) offers a special API that can only be used by modifying the "guest" OS. For this to be possible, the "guest" OS's source code must be available. If the source code is available, it is sufficient to replace sensitive instructions with calls to VMM APIs (e.g.: "cli" with "vm_handle_cli()"), then re-compile the OS and use the new binaries. This system call to the hypervisor is called a "hypercall" in TRANGO and Xen; it is implemented via a DIAG ("diagnose") hardware instruction in IBM's CMS under VM (which was the origin of the termhypervisor). Examples include IBM's LPARs, Win4Lin 9x, Sun's Logical Domains, z/VM, and TRANGO.

Operating System Virtualization

In operating system-level virtualization, a physical server is virtualized at the operating system level, enabling multiple isolated and secure virtualized servers to run on a single physical server. The "guest" OS environments share the same OS as the host system – i.e. the same OS kernel is used to implement the "guest" environments. Applications running in a given "guest" environment view it as a stand-alone system. The pioneer implementation was FreeBSD jails; other examples include Solaris Containers, OpenVZ, Linux-VServer, LXC, AIX Workload Partitions, Parallels Virtuozzo Containers, and iCore Virtual Accounts.

Hardware Virtualization Disaster and Recovery

A disaster recovery (DR) plan is good business practice for a hardware virtualization platform solution. DR of a virtualization environment can ensure high rate of availability during a wide range of situations that disrupt normal business operations. Continued operations of VMs are mission critical and a DR can compensate for concerns of hardware performance and maintenance requirements. A hardware virtualization DR environment involves hardware and software protection solutions based on business continuity needs, which include the methods described below. 

Tape backup for software data long-term archival needs
This common method can be used to store data offsite but can be a difficult and lengthy process to recover your data. Tape backup data is only as good as the latest copy stored. Tape backup methods will require a backup device and ongoing storage material.
Whole-file and application replication
The implementation of this method will require control software and storage capacity for application and data file storage replication typically on the same site. The data is replicated on a different disk partition or separate disk device and can be a scheduled activity for most servers and is implemented more for database-type applications.
      Hardware and software redundancy
This ensures that the highest level of disaster recovery protection for a hardware virtualization solution, by providing duplicate hardware and software replication in two distinct geographic areas. 

5. Examples of virtualization

· Running one or more applications that are not supported by the host OS:
·  A virtual machine running the required guest OS could allow the desired applications to be run, without altering the host OS.
· Evaluating an alternate operating system:
·  The new OS could be run within a VM, without altering the host OS.
· Server virtualization:
·  Multiple virtual servers could be run on a single physical server, in order to more fully utilize the hardware resources of the physical server.
· Duplicating specific environments:
·  A virtual machine could, depending on the virtualization software used, be duplicated and installed on multiple hosts, or restored to a previously backed-up system state.
· Creating a protected environment:
· If a guest OS running on a VM becomes damaged in a way that is difficult to repair, such as may occur when studying malware or installing badly behaved software, the VM may simply be discarded without harm to the host system, and a clean copy used next time.


Case Study #1
VirtualBox

Oracle VM VirtualBox (formerly Sun VirtualBox, Sun xVM VirtualBox and innotek VirtualBox), a virtualization software package for x86 and AMD64/Intel 64-based computers from Oracle Corporation, forms part of Oracle's family of virtualization products. innotek GmbH first developed the product; Sun Microsystems purchased it in 2008; Oracle has continued development since 2010.
The VirtualBox package installs on an existing host operating system as an application; this host application allows additional guest operating systems, each known as a Guest OS, to load and run, each with its own virtual environment.
Supported host operating systems include Linux, Mac OS X, Windows XP, Windows Vista, Windows 7, Windows 8, Solaris, and OpenSolaris; there are also ports to FreeBSD and Genode. 
Supported guest operating systems include versions and derivations of Windows, Linux, BSD, OS/2, Solaris, Haiku and others. Since release 3.2.0, VirtualBox also allows limited virtualization of Mac OS X guests on Apple hardware, thoughOSX86 can also be installed using VirtualBox. 
Since version 4.3 (released in October 2013), Microsoft Windows guests on supported hardware can take advantage of the recently implemented WDDM driver included in the guest additions; this allows Windows Aero to be enabled along withDirect3D support.
Guest Additions should be installed in order to achieve the best possible experience. The Guest Additions are designed for installation inside a virtual machine after the installation of the guest operating system. They consist of device drivers and system applications that optimize the guest operating system for better performance and usability.
VirtualBox was initially offered by innotek GmbH from Weinstadt, Germany under a proprietary software license, making one version of the product available at no cost for personal or evaluation use, subject to the VirtualBox Personal Use and Evaluation License (PUEL). In January 2007, based on counsel byLiSoG, innotek GmbH released VirtualBox Open Source Edition (OSE) as free and open-source software, subject to the requirements of the GNU General Public License (GPL), version 2. 
innotek GmbH also contributed to the development of OS/2 and Linux support in virtualization and OS/2 ports of products from Connectix which were later acquired by Microsoft. Specifically, innotek developed the “additions” code in both Microsoft Virtual PC and Microsoft Virtual Server, which enables various host-guest OS interactions like shared clipboards or dynamic viewport resizing.
Sun Microsystems acquired innotek in February 2008.
Oracle Corporation acquired Sun in January 2010 and re-branded the product as "Oracle VM VirtualBox".

Licensing

With version 4 of VirtualBox, released in December 2010, the core package is free software released under GNU General Public License version 2 (GPLv2). This is the fully featured package, excluding some proprietary components not available under GPLv2. These components provide support for USB 2.0 devices, Remote Desktop Protocol (RDP) and Preboot Execution Environment (PXE) for Intel cards and are released as a separate "VirtualBox Oracle VM VirtualBox extension pack" under a proprietary Personal Use and Evaluation License (PUEL), which permits use of the software for personal use, educational use, or evaluation, free of charge. 
Oracle defines personal use as any situation in which one person installs the software, and only that individual, and their friends and family, use the software. Oracle does not care if that use is for commercial or non-commercial purposes. Oracle would consider it non-personal use, for example, if a network administrator installed many copies of the software on many different machines, on behalf of many different end-users. That type of situation would require purchasing a special volume license.
Prior to version 4, there were two different packages of the VirtualBox software. The full package was offered free under the PUEL, with licenses for other commercial deployment purchasable from Oracle. A second package called the VirtualBox Open Source Edition (OSE) was released under GPLv2. This removed the same proprietary components not available under GPLv2. 
Virtualbox requires the use of the Open Watcom compiler to build the BIOS since version 4.2. 
Although VirtualBox has experimental support for Mac OS X guests, the end user license agreement of Mac OS X does not permit the operating system to run on non-Apple hardware, enforced within the operating system by calls to the Apple System Management Controller (SMC) in all Apple machines, which verifies the authenticity of the hardware. 

Emulated Environment
Users of VirtualBox can load multiple guest OSs under a single host operating-system (host OS). Each guest can be started, paused and stopped independently within its own virtual machine (VM). The user can independently configure each VM and run it under a choice of software-based virtualization or hardware assisted virtualization if the underlying host hardware supports this. The host OS and guest OSs and applications can communicate with each other through a number of mechanisms including a common clipboard and a virtualized network facility. Guest VMs can also directly communicate with each other if configured to do so. 


Software-based virtualization
In the absence of hardware-assisted virtualization, VirtualBox adopts a standard software-based virtualization approach. This mode supports 32-bit guest OSs which run in rings 0 and 3 of the Intel ring architecture.
· The system reconfigures the guest OS code, which would normally run in ring-0, to execute in ring-1 on the host hardware. Because this code contains many privileged instructions which cannot run natively in ring-1, VirtualBox employs a Code Scanning and Analysis Manager (CSAM) to scan the ring-0 code recursively before its first execution to identify problematic instructions and then calls the Patch Manager (PATM) to perform in-situ patching. This replaces the instruction with a jump to a VM-safe equivalent compiled code fragment in hypervisor memory.
· The guest user-mode code, running in ring-3, generally runs directly on the host hardware in ring-3.
In both cases, VirtualBox uses CSAM and PATM to inspect and patch the offending instructions whenever a fault occurs. VirtualBox also contains a dynamic re-compiler, based on QEMU to recompile any real mode or protected mode code entirely (e.g. BIOS code, a DOS guest, or any operating system start-up). 
Using these techniques, VirtualBox can achieve a performance comparable to that of VMware. 

Hardware-assisted virtualization
VirtualBox supports both Intel's VT-x and AMD's AMD-V hardware-virtualization. Making use of these facilities, VirtualBox can run each guest VM in its own separate address-space; the guest OS ring-0 code runs on the host at ring 0 in VMX non-root mode rather than in ring-1.
VirtualBox supports some guests (including 64-bit guests, SMP guests and certain proprietary OSs) only on hosts with hardware-assisted virtualization.

Device virtualization
The system emulates hard disks in one of three disk image formats:
1. A VirtualBox-specific container format, called "Virtual Disk Image" (VDI), storing files (with a .vdi suffix) on the host operating system.
2. VMware Virtual Machine Disk Format (VMDK).
3. Microsoft Virtual PC VHD format.
A VirtualBox virtual machine can, therefore, use disks previously created in VMware or Microsoft Virtual PC, as well as its own native format. VirtualBox can also connect to iSCSItargets and to raw partitions on the host, using either as virtual hard disks. VirtualBox emulates IDE (PIIX4 and ICH6 controllers), SCSI, SATA (ICH8M controller) and SAScontrollers to which hard drives can be attached.
VirtualBox has supported Open Virtualization Format (OVF) since version 2.2.0 (April 2009). 
Both ISO images and host-connected physical devices can be mounted as CD/DVD drives. For example, the DVD image of a Linux distribution can be downloaded and used directly by VirtualBox.
By default VirtualBox provides graphics support through a custom virtual graphics-card that is VESA compatible. The Guest Additions for Windows, Linux, Solaris, OpenSolaris, or OS/2 guests include a special video-driver that increases video performance and includes additional features, such as automatically adjusting the guest resolution when resizing the VM window or desktop composition via virtualized WDDM drivers.
For an Ethernet network adapter, VirtualBox virtualizes the following Network Interface Cards: 
· AMD PCnet PCI II (Am79C970A)
· AMD PCnet-Fast III (Am79C973)
· Intel Pro/1000 MT Desktop (82540EM)
· Intel Pro/1000 MT Server (82545EM)
· Intel Pro/1000 T Server (82543GC)
The emulated network cards allow most guest OSs to run without the need to find and install drivers for networking hardware as they are shipped as part of the guest OS. A special paravirtualized network adapter is also available, which improves network performance by eliminating the need to match a specific hardware interface, but requires special driver support in the guest. (Many distributions of Linux ship with this driver included.) By default, VirtualBox uses NAT through which Internet software for end-users such as Firefox or ssh can operate. Bridged networking via a host network adapter or virtual networks between guests can also be configured. Up to 36 network adapters can be attached simultaneously, but only four are configurable through the graphical interface.
For a sound card, VirtualBox virtualizes Intel HD Audio, Intel ICH AC'97 and SoundBlaster 16 devices. 
A USB 1.1 controller is emulated so that any USB devices attached to the host can be seen in the guest. The proprietary extension pack adds a USB 2.0 controller and, if VirtualBox acts as an RDP server, it can also use USB devices on the remote RDP client as if they were connected to the host, although only if the client supports this VirtualBox-specific extension (Oracle provides clients for Solaris, Linux and Sun Ray thin clients that can do this, and have promised support for other platforms in future versions). 

Feature set

· 64-bit guests (hardware virtualization support is required)
· Snapshots
· Seamless mode - the ability to run virtualized applications side by side with your normal desktop applications
· Shared clipboard
· Shared folders
· Special drivers and utilities to facilitate switching between systems
· Command line interaction (in addition to the GUI)
· Public API (Java, Python, SOAP, XPCOM) to control VM configuration and execution
· Nested paging for AMD-V and Intel VT (only for processors supporting SLAT and with SLAT enabled)
· Limited support for 3D graphics acceleration (including OpenGL up to (but not including) 3.0 and Direct3D 9.0c via Wine's Direct3D to OpenGL translation)
· SMP support (up to 32 virtual CPUs per virtual machine), since version 3.0
· Teleportation (aka Live Migration)
· 2D video output acceleration (not to be mistaken with video decoding acceleration), since version 3.1

Storage emulation features
· NCQ support for SATA, SCSI and SAS raw disks and partitions
· Pass-through mode for solid-state drives
· Pass-through mode for CD/DVD/BD disks - allows to play audio CDs, burn optical disks, play encrypted DVD disks
· Can disable host OS I/O cache
· Allows to limit IO bandwidth
· PATA, SATA, SCSI, SAS, iSCSI, floppy disk controllers

Storage support
· Raw hard disk access – allows physical hard disk partitions on the host system to appear in the guest system
· VMware Virtual Machine Disk (VMDK) format support – allows VirtualBox to exchange disk images with VMware
· Microsoft VHD support
· QEMU qed and qcow disks
· HDD format disks (only version 2; version 3 and 4 are not supported) used by Parallels virtualization products

Since version 3.2
· Mac OS X Server guest support – experimental
· Memory ballooning (not available on Solaris hosts)
· RAM deduplication (Page Fusion) for Windows guests on 64-bit hosts
· CPU hot-plugging for Linux (hot-add and hot-remove) and certain Windows guests (hot-add only)
· Deleting snapshots while the VM is running
· Multi-monitor guest setups in the GUI, for Windows guests
· LSI Logic SAS controller emulation
· Remote Desktop Protocol (RDP) video acceleration
· Run and control guest applications from the host – for automated software deployments

Since version 4.0
· The PUEL/OSE separation was given up in favor of an open source base product and a closed source extension pack that can be installed on top of the base product. As part of this change, additional components of VirtualBox were made open source (installers, documentation, device drivers)
· Intel HD audio codec emulation
· Intel ICH9 chipset emulation
· A new VM storage scheme where all VM data is stored in one single folder to improve VM portability
· Several UI enhancements including a new look with VM preview and scale mode
· On 32-bit hosts, VMs can each use more than 1.5 GB of RAM
· In addition to OVF, the single file OVA format is supported
· CPU use and I/O bandwidth can be limited per VM
· Support for Apple DMG images (DVD)
· Multi-monitor guest setups for Linux/Solaris guests (previously Windows only)
· Resizing of disk image formats from Oracle, VDI (VirtualBox disk image), and Microsoft, VHD (Virtual PC hard disk)


Since version 4.1
· Windows Aero support (experimental)
· Virtual machine cloning

Since version 4.2
· Virtual machine groups - allows you to manage a group of virtual machines as a single unit (power them on or off, snapshot them, etc.)
· Some VM settings can be altered during a VM execution
· Support up to 36 NICs in case of the ICH9 chipset
· Support for limiting network IO bandwidth
· Can automatically run VMs on a host system startup (except on Windows host)

Since version 4.3
· VM video capturing support
· Host touch devices support (GUI passes host touch-events to guest)/USB virtualization of such devices

Limitations
· VirtualBox doesn't support USB3.
· VirtualBox has a very low transfer rate from and to USB devices. 
· Even though VirtualBox is an open source product some of its features are supplied only in a binary form under a commercial license.

The extension pack
Some features require the installation of the closed-source "VirtualBox Extension Pack":
· Support for a virtual USB 2.0 controller (EHCI)
· VirtualBox RDP: support for proprietary remote connection protocol developed by Microsoft and Citrix.
· PXE boot for Intel cards

Portable Virtual Box
Portable-VirtualBox is a free and open source software tool that lets you run any operating system from a usb stick without separate installation.  













Case Study #2

Kernel-based Virtual Machine

KVM (Kernel-based Virtual Machine) is a virtualization infrastructure for the Linux kernel that turns it into a hypervisor, which was merged into the Linux kernel mainline in February 2007. KVM requires a processor with hardware virtualization extension. KVM has also been ported to FreeBSD and Illumos in the form of loadable kernel modules.
KVM originally supported x86 processors and has been ported to S/390, PowerPC, and IA-64. An ARM port was merged during the 3.9 kernel merge window. 
A wide variety of guest operating systems work with KVM, including many flavours of Linux, BSD, Solaris, Windows, Haiku,ReactOS, Plan 9, AROS Research Operating System and Mac OS X. In addition, Android 2.2, GNU/Hurd (Debian K16), Minix 3.1.2a, Solaris 10 U3 and Darwin 8.0.1, together with other operating systems and some newer versions of these listed, are known to work with certain limitations. 
Paravirtualization support for certain devices is available for Linux, OpenBSD, FreeBSD, NetBSD, Plan 9 and Windows guests using the VirtIO API. This supports a paravirtual Ethernet card, a paravirtual disk I/O controller, a balloon device for adjusting guest memory usage, and a VGA graphics interface using SPICE or VMware drivers.

Internals
By itself, KVM does not perform any emulation. Instead, it simply exposes the /dev/kvm interface, with which a user space host can then:
· Set up the guest VM's address space. The host must also supply a firmware image (usually a custom BIOS when emulating PCs) with which the guest can bootstrap into its main OS.
· Feed the guest simulated I/O.
· Map the guest's video display back onto the host.
On Linux, QEMU versions 0.10.1 and later is one such user space host. QEMU will use KVM when available to virtualized guests at near-native speeds, but otherwise will fall back to software-only emulation.
Internally, KVM uses SeaBIOS as an open source implementation of a 16-bit x86 BIOS. 

Licensing
KVM's parts are licensed under various GNU licenses: 
· KVM kernel module: GPL v2
· KVM user module: LGPL v2
· QEMU virtual CPU core library (libqemu.a) and QEMU PC system emulator: LGPL
· Linux user mode QEMU emulator: GPL
· BIOS files (bios.bin, vgabios.bin and vgabios-cirrus.bin): LGPL v2 or later

History

Avi Kivity began the development of KVM at Qumranet, which was a technology startup company bought by Red Hat later in 2008. 
KVM was merged into the Linux kernel mainline in kernel version 2.6.20, released on 5 February 2007. 
KVM is maintained by Paolo Bonzini and Gleb Natapov.
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· Kimchi – web-based virtualization management tool for KVM
· UCS Virtual Machine Manager – web-based virtualization management tool for different virtualization technologies like KVM and Xen under Microsoft Windows and numerous Linux distributions; Integrated by default in the Enterprise Linux solution Univention Corporate Server.
· Archipel – An opensource libvirt-based Web UI, which uses XMPP to communicate with its "agents" installed on servers
· Witsbits – Simplified SaaS based centralized management with web UI.
· Virtual Machine Manager – Supports creating, editing, starting, and stopping KVM-based virtual machines, as well as live or cold drag-and-drop migration of VMs between hosts.
· ConVirt – Manages creating, editing, starting, and stopping KVM-based virtual machines, as well as live or cold drag-and-drop migration of VMs between hosts.
· Proxmox Virtual Environment – Open source virtualization management package including KVM and OpenVZ. It has a bare-metal installer, a web-based remote management GUI, and optional commercial support.
· OpenNode – RHEL/CentOS-based open-source server virtualization and management solution with a simple bare-metal installer, providing KVM+OpenVZ host and standard libvirt, func management interfaces together with standard CLI tools like virsh and vzctl.
· OpenQRM – Management platform for managing heterogeneous data center infrastructures.
· SolusVM – Supports the management of KVM-based virtual machines as well as Xen and OpenVZ.
· Virtualizor – Supports the management of KVM-based virtual machines as well as Xen and OpenVZ.
· GNOME Boxes – Gnome interface for managing libvirt guests on Linux.
· Virt – open-source virtualization management tool for KVM built on top of libvirt

Implementations
· Debian 5.0 and above
· Gentoo Linux
· Illumos based distributions
· OpenIndiana
· Red Hat Enterprise Linux (RHEL) 5.4 and above
· SmartOS
· SUSE Linux Enterprise Server (SLES) 11 SP1 and above
· Ubuntu 10.04 LTS and above
· Univention Corporate Server


Case Study #3

VMware Player

VMware Player is a virtualization software package supplied frees of charge by VMware, Inc. a company which was formerly a division of, and whose majority shareholder remains EMC Corporation. VMware Player can run existing virtual appliances and create its own virtual machines (which require an operating system to be installed to be functional). It uses the same virtualization core as VMware Workstation, a similar program with more features, but not free of charge. VMware Player is available for personal non-commercial use, or for distribution or other use by written agreement. VMware, Inc. does not formally support Player, but there is an active community website for discussing and resolving issues, and acknowledge. 

Introduction
VMware claims the Player offers better graphics, faster performance, and tighter integration for running Windows XP under Windows Vista or Windows 7 than Microsoft's Windows XP Mode running on Windows Virtual PC, which is free of charge for all purposes. 
Versions earlier than 3 of VMware Player were unable to create virtual machines (VMs), which had to be created by an application with the capability, or created manually by statements stored in a text file with extension ".vmx"; later versions can create VMs. The features of Workstation not available in Player are "developer-centric features such as Teams, multiple Snapshots and Clones, and Virtual Rights Management features for end-point security", and support by VMWare. Player allows a complete virtual machine to be copied at any time by copying a directory; while not a fully featured snapshot facility, this allows a copy of a machine in a particular state to be stored, and reverted to later if desired. By default changes (including proxy settings, passwords, bookmarks, installed software and malware) made in a VM are saved when it is shut down, but the .vmx configuration file can easily be edited to autorevert on shutdown, so that all changes are discarded. 
VMware Player is also supplied with the VMware Workstation distribution, for use in installations where not all client users are licensed to use the full VMware Workstation. In an environment where some machines without VMware Workstation licences run VMWare Player, a virtual machine created by Workstation can be distributed to computers running Player without paying for additional Workstation licenses if not used commercially. 


Version/History

	Major Version
	Release Date
	Significant Changes

	1.0
	6 June 2008
	first released

	2.0
	28 August 2008
	

	2.5
	6 October 2008
	

	3.0
	27 October 2009
	· GUI: Added GUI wizard for creating a new virtual machine and editing virtual machine settings
· Support for Windows 7
· Multiple-Monitor Display
· Drag and Drop Enhancements
· Virtual Printing

	3.1
	25 May 2010
	

	4.0
	4 October 2011
	· Requirement: starting with this version, only 64-bit x86 CPU with Intel VT-x or AMD-V is supported
· Installation Changes and Enhanced Keyboards
· Virtual Hardware Improvements
· Documentation Changes

	5.0
	22 August 2012
	· Windows 8 support
· New User Interface
· OpenGL 2.1 for Linux Virtual Machines
· Super Speed USB 3.0 Support for Windows 8
· Ability to run Restricted Virtual Machines
· Commercial license included with Fusion 5 Professional

	6.0
	3 September 2013
	· Support for Windows 8.1 and Windows Server 2012 R2
· Support for up to 16 vCPUs (up from 4)
· Support for up to 8 TB disks (up from 2TB)
· USB Improvements (implemented USB 3 Streams)
· SSD Pass-through (optimized when running off SSD)
· Virtual Machines that expire at creator-specified time




Many ready-made virtual machines (VMs) which run on VMware Player, Workstation, and other virtualization software are available for specific purposes, either for purchase or free of charge. For example, a free Linux-based “browser appliance” with the Firefox browser installed is available that can be used for safe Web browsing; if infected or damaged, it can be discarded and replaced by a clean copy. VMs can be configured to reset after each use without the need to recreate from the original file. Suppliers of operating systems with commercial licences usually require installations to be licensed; VMs with such operating systems installed cannot be distributed without restriction. Ready-to-use VMs with Microsoft or Apple operating systems installed, in particular, are not distributed, except for evaluation versions.
VMware Player supports free-of-charge VMware Tools, which add significant functionality. Versions of Player for different platforms have their own Tools, not necessarily compatible with other versions. Sometimes Tools are updated belatedly; for example, Player 4.0.2 was released on 24 January 2012, but the corresponding version of Tools was not available for some time after that, restricting functionality of updated Player installations. 
Virtual machines created by any VMWare software can be used by any other. It is often possible to use VMs created by one manufacturer's virtual machine software with software from another manufacturer, either directly or via a conversion procedure. VMs that run on Microsoft Virtual Server and Virtual PC can be converted for use by VMWare software by the VMware vCenter Converter. This software can also create a virtual machine from a physical PC.
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