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	Subject Code
	Subject Name

	Lectures

	T/P/D

	Credits

	
	
	
	
	

	A55023
	Design and Analysis of Algorithms
	4
	1
	4

	A55024
	Web Technologies
	3
	0
	3

	A55025
	Computer Networks
	3
	1
	3

	A55026
	Operating systems
	4
	0
	4

	A55027
	Compiler Design
	3
	1
	3

	A55211
	Advanced English Communication Skills Lab
	0
	3
	2

	A55212
	Web Technologies lab
	0
	3
	2

	A55213
	Operating Systems  and Computer Networks Lab
	0
	3
	2

	A55214
	Logical Reasoning and Quantitative Aptitude – I
	0
	3
	2

	
	Total
	17
	15
	25


III YEAR I SEMESTER 





COURSE STRUCTURE
III YEAR II SEMESTER 





COURSE STRUCTURE
	Subject Code
	Subject Name

	Lectures

	T/P/D

	Credits

	A56031
	Advanced Computer Networks
	3
	1
	3

	A56032
	Data Warehousing and Data Mining
	3
	1
	3

	A56033
	Cloud Computing
	4
	0
	4

	A56034
A56035

A56036
	Elective – I

1.Human Computer Interaction

2.Unix Programming

3.Computer Graphics
	3
	1
	3

	A56037
	Object Oriented Analysis and Design
	3
	1
	3

	A56038
	Software Project Management
	3
	0
	3

	A56211
	Object Oriented Analysis and Design Lab
	0
	3
	2

	A56212
	Data Warehousing and Data Mining Lab
	0
	3
	2

	A56213
	Logical Reasoning and Quantitative Aptitude – II
	0
	3
	2

	
	Total
	19
	13
	25


IV YEAR I SEMESTER





 COURSE STRUCTURE
	Subject Code
	Subject Name

	Lectures

	T/P/D

	Credits

	
	
	
	
	

	A57043
	Advanced Databases
	4
	1
	4

	A57044
	Information Security
	4
	0
	4

	A57045
	Big Data
	3
	1
	3

	A57046
	Managerial Economics & Financial Analysis
	3
	1
	3

	A57047
A57048

A57049
	Elective II

1. Image Processing

2. Information Retrieval Systems

3. Cyber Forensics
	3
	1
	3

	A57050
A57051

A57052
	Elective III

1. Adhoc Sensor Networks

2. Software Testing 

3. Software Development for Portable Devices
	4
	1
	4

	A57213
	Information Security lab
	0
	3
	2

	A57214
	Industry Oriented Mini Project
	0
	3
	2

	
	Total
	21
	11
	25


IV YEAR II SEMESTER 





COURSE STRUCTURE
	Subject Code
	Subject Name

	Lectures

	T/P/D

	Credits

	
	
	
	
	

	A58038
	Multimedia Computing
	4
	1
	4

	A58039
A58040

A58041
	Elective IV

1. Entrepreneurship

2. Multimedia and Rich Internet Applications

3. Soft Computing 
	3
	0
	3

	A58042
A58043

A58044
	Elective V

1. Internet of Things 

2. Network Security and Privacy

3. Machine Learning
	3
	0
	3

	A58214
	Seminar
	0
	6
	3

	A58215
	Comprehensive Viva Voce
	0
	0
	2

	A58216
	Project Work
	0
	15
	10

	
	Total
	10
	22
	25


  T- Tutorial 


P- Practical 


D- Drawing 
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(A55023) DESIGN AND ANALYSIS OF ALGORITHMS
Course Objectives:

1. Analyze the asymptotic performance of algorithms.
2. Paradigms and approaches used to analyze and design algorithms and to appreciate the impact of algorithm design in practice.

3. Synthesize efficient algorithms in common engineering design situations.

4. To utilize data structures and algorithmic design techniques in solving new problems
Course Outcomes: 
1. Acquire the knowledge of algorithm analysis and its notations that are applied on the problems solved by divide and conquer paradigm. 

2. Apply  the major graph algorithms for model engineering problems and knowledge of the greedy paradigm 

3. Apply the dynamic-programming paradigm and recite algorithms that employ this paradigm. 

4. Apply the concept of back tracking, branch and bound paradigm  for real time problems. 

5. Analyze the complexity of problems and differentiate that in terms of P and NP problems with examples. 

Unit I:
Introduction: Algorithm, Pseudo code for expressing algorithms, Performance Analysis-Space complexity, Time complexity, Asymptotic Notation- Big oh notation, Omega notation, Theta notation and Little oh notation, Probabilistic analysis, Disjoint Sets- disjoint set operations, union and find operations. Divide and conquer: General method, applications-Binary search, Quick sort, Merge sort, Stassen’s matrix multiplication.

Unit II :

Graphs: breadth first search, depth first search, spanning trees, connected and bi connected  components Greedy method: General method, applications-Job sequencing with deadlines, 0/1 knapsack problem, Minimum cost spanning trees, Single source shortest path problem.

Unit  III:
Dynamic Programming: General method, applications-Matrix chain multiplication, Optimal binary search trees, 0/1 knapsack problem, All pairs shortest path problem, Travelling sales person problem, Reliability design.

Unit  IV:
Backtracking: General method, applications-n-queen problem, sum of subsets problem, graph coloring, Hamiltonian cycles.Branch and Bound: General method, applications - Travelling sales person problem,0/1 knapsack problem- LC Branch and Bound solution, FIFO Branch and Bound solution.

Unit  V:
Lower Bound Theory: Comparison Trees, NP-Hard and NP-Complete problems: Basic concepts, non-deterministic algorithms, NP - Hard and NP Complete classes, Clique Decision Problem (CDP), Node cover decision problem.

Text Books:

1. Ellis Horowitz, SatrajSahni and Rajasekharam, Fundamentals of Computer Algorithms, Galgotia publications pvt. Ltd, Second Edition, 2007.

2. Aho, Ullman and Hopcroft,Design and Analysis of algorithms, Pearson education, Reprint 2002.

Reference Books:

1. R.C.T.Lee, S.S.Tseng, R.C.Chang and T.Tsai,Introduction to Design and Analysis of Algorithms A strategic approach, McGraw Hill,2005.

2. Allen Weiss,Data structures and Algorithm Analysis in C++,Third edition, Pearson education
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(A55024) WEB TECHNOLOGIES
Course Objectives:

1. Developing static web pages using HTML and CSS.

2. Data Validations using JavaScript.

3. To build XML applications with DTD and style sheets that span multiple domains.

4. Developing Dynamic pages.

5. Manipulating data in the database using JDBC.

Course Outcomes: 
1. Design static web pages and provide client side authentication.

2. Prepare Static Web pages With Validations.

3. Develop new tag sets using XML mechanism.

4. Design and develop web applications using JSP and MVC architecture.

5. Understand database connectivity and retrieving data using client/server database.

Unit  I:

INTRODUCTION TO WEB: Understanding Internet and Web, Web Architecture, Web servers, protocols: HTTP, Introduction HTML: History of HTML, WWW, HTML Basics : Elements, Attributes, Tags, Tables, Forms, Frames.div and span tags.

Unit   II:

CSS: Introduction to cascading style sheet, Types of style sheets, page layout, selectors, pseudo classes and elements.

JAVA SCRIPT: Introduction to scripting, control structures, conditional statements, Arrays functions, objects.

HTML DOM: Predefined object (Window, Location, History, Navigator). Events, DOM Node methods, Navigation, creating nodes, adding nodes, inserting nodes, removing & Replaces Nodes, Form object and Elements, DHTML with Java Script.

Unit III :

XML: Basics of XML, Elements, Attributes, validation, Name space.

XML Scheme Languages: Introduction to DTD, internal and external DTD, Elements of DTD, DTD Limitations, XML Schema, Schema structure, Elements, parsing XML: XML DOM, Document node, element node, Text node, Java and DOM, Navigating DOM Tree.

Unit   IV:

AJAX: Introduction, Environment, Asynchronous communication, process steps, sending and Retrieving Information, Ajax with XML. 

Servlets : Introduction, Lifecycle, Generic and HTTP servlet, passing parameters to servlet, HTTP servlet Request & Response interfaces, Deploying web Applications, Session Tracking: Hidden form fields, cookies, URL- Rewriting, session.  

Unit   V:

JSP:  Introduction, Difference Between servlets & JSP, Anatomy of JSP page, JSP elements: Directives, comments, Expressions, scriptlets, Declaration, Implicit JSP objects, using Action elements. 

JDBC: Introduction, JDBC Drivers, Loading Driver, establishing connection, Executing SQL statement in JSP pages, MVC architecture. 

Text Book: 

1. Uttam K. Roy, Web Technologies, 8th Impression, Oxford Publication, 2014. 

Reference Books:

1. Sebesta, Programming World Wide Web, 4th edition, Pearson, 2008.

2. Chris Bates, Web Programming, building internet applications, 2nd edition, WILEY Dreamtech, 2012.

3. Dietel and Nieto, Internet and World Wide Web – How to program, 3rd edition, PHI/Pearson Education Asia, 2012.

4. Marty Hall and Larry Brown, Core Servlets and Java Server Pages Volume 1: Core Technologies, 2nd edition, Pearson 2012.
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(A55025) COMPUTER NETWORKS

Course Objectives: 
1. Compare OSI & TCP/IP models 
2.  Understand   error detection, correction codes and  framing methods
3.   Explain MAC and types of Ethernet
4.  Discuss the concepts of LANs and Virtual Networks
5.  Outline the concepts of logical addressing
Course Outcomes: 
1. Analyze TCP/IP and OSI models and various protocols
2. Identify suitable multiple access protocol for different networks
3. Analyze various error handling mechanisms
4.Use of various devices in connecting different types of LANs
5. Compare and contrast ipv4 and ipv6
Unit   I:
Network Models-Layered Tasks, OSI model, Layers in the OSI model, TCP/IP protocol Suite, Addressing

Unit II: 

Data Link Layer: Error Detection and Correction-Introduction, Block coding, Cyclic Codes, Check sum. Data Link Control –Framing, Flow and Error Control,  Protocols, Noiseless Channels, Noisy Channels, HDLC.
Unit III:  
Medium Access Control: Multiple Access - Random Access, Controlled Access, Channelization. Wired LANs- IEEE Standards, Standard Ethernet, Changes in standard, Fast Ethernet, Gigabit Ethernet.
Unit IV: 
Connecting LANs, Backbone Networks and Virtual LANs: Connecting Devices, Backbone Networks, Virtual LANs.
Unit V: 

Network Layer: Logical Addressing – IPV4 addresses, IPV6 addresses. Internet Protocol - Internetworking, IPv4, IPv6, Transition from IPv4 to IPv6
Text Book: 

1) Behrouz A Forouzan ,”Data Communications and Networking”,4th  Edition, McGraw-Hill.

Reference Books: 

1) Andrew S. Tanenbaum, Computer Networks, Third Edition.

2) William Stallings, Data Communications, Eight Editions. Pearson Publishers.
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(A55026) OPERATING SYSTEMS
Course Objectives

1. Understand operating system concepts

2. Analyze process scheduling and synchronization concepts.

3. Identify deadlock mechanisms

4. Understand memory management approaches.

5. Identify storage management and protection.

Course Outcomes:

1. Summarize operating system and process management concepts

2. Apply process scheduling and synchronization related issues.

3. Understand Deadlock prevention, avoidance, detection, recovery mechanisms.

4. Analyze effectively memory management concepts

5. Illustrate various protection and security measures.

Unit –I:
 Operating Systems Overview and Process Management 

Introduction-What operating system do, Operating system structure (uni-programmed and multi programmed), Operating system operations, Operating system services, System calls, Types of System calls, Operating system structure.

Process Management- Process concepts, Process scheduling, Operations on processes, Inter process communication. 

 Unit –II: 
Process Scheduling and Synchronization 

Multithreaded programming: Overview, Multithreading models.

Process Scheduling – Basic concepts, Scheduling criteria, Scheduling algorithms, Thread scheduling.

Process coordination: Synchronization – Background, The critical section problem, Peterson’s solution, Synchronization hardware, Semaphore, Classical problems of synchronization, Monitors. 

Unit- III: 
Deadlocks

System model, Deadlock characterization, Methods for handling deadlocks, Deadlock prevention, Detection and avoidance, Recovery from deadlock.

Unit –IV: 
Memory Management 

Swapping, Contiguous memory allocation, Paging, Segmentation. Virtual memory management - Demand paging, copy-on-write, page-replacement, Thrashing. 

Unit –V: 
File system, system protection and security

Storage management – File concept, Access methods, Directory and disk structure, File-system mounting.

System protection- Goals of protection, principles of protection, Domain of protection, Access matrix.

System Security – Security problem, Program threats, System and Network threats.

Text book:

1. Abraham Silberchatz, Peter B. Galvin, Greg Gagne, Operating System Concepts, 9th  edition ,John Wiley, 2016.

Reference books:

1. D.M. Dharmdhere, Operating Systems – A Concept based Approach, 2nd Edition. TMH, 2007.

2. Andrew S Tanenbaum, Modern Operating Systems, 3rd Edition, PHI, 2008.

3. Behrouz A. Forouzan,Richard F. Gilberg, Unix and shell programming, cengage Learning 2009. 
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(A55027) COMPILER DESIGN

Course Objectives: 
1. To introduce the concepts of text processing.
2. To introduce major parsing methods. 
3. To introduce the principal ideas in syntax directed definitions and translations and intermediate code generation for typical programming languages.

4. To introduce the technology of code optimization

5. To introduce different code generation algorithms.

Course Outcomes: 

1. Analyze different phases of compiler and different translators.

2. Design top down parsers and bottom up parsers for the language constructs.

3. Understand the role of symbol table and design various data structures for symbol table.
4. Apply syntactic analysis and generate intermediate code for different programs.

5. Apply different optimization techniques and code generation.
Unit - I:
Introduction to Compilers: Structure of Compiler-Phases of Compiler, Symbol Table Management, Grouping of Phases into Passes, Compiler Vs Interpreter.

Lexical Analysis: Role and need of Lexical Analyzer, Input Buffering, Regular expressions for identifiers, Signed numbers etc.., A Language for specifying Lexical Analyzer, Lexical phase errors.

Unit  – II:
Syntactic Specification: Context Free Grammars, Derivations and Parse Trees, Capabilities of Context Free Grammars, Syntactic Phase errors, Semantic errors.

Basic Parsing Techniques: Parsers, Shift-Reduce Parsing, Operator-Precedence parsing, Top-Down parsing, Predictive parsers.
Unit – III:
Construction of efficient Parsers: LR Parsers, Canonical collection of LR(0) items, Constructing SLR parsing tables, Constructing LR parsing tables, Constructing LALR parsing tables, using Ambiguous grammar, Comparison of SLR, LALR and CALR parsers, Comparison of Top down and Bottom up parsers.

Unit  - IV:
Syntax Directed Translation: Syntax Directed Translation schemes, Intermediate codes, Postfix notation, Three Address code, Quadruples and triples.

Symbol table: Contents of Symbol table, Data Structures for symbol tables, representing scope information.

Unit –V:
Code Optimization: Principal sources of optimization, Loop optimization, Copy Propagation, Dead code elimination, Redundant sub expression elimination.

Code Generation: Object programs, problems in Code generation, A Machine Model, A Simple Code generator, Register allocation and assignment, Peephole optimization.

Text Book: 

1.Alfred V Aho, Jeffrey D Ullman, Principles of Compiler Design

Reference Books:

1. J P Trembly and P G Sorenson, The Theory and practice of Compiler Writing

      2.Dick Grone, Henri E Bal, Ceriel J H Jacobs , Wiley ,Modern Compiler Design    

         dreamtech.
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 (A55211) ADVANCED ENGLISH COMMUNICATION SKILLS LAB

1. Introduction 

The introduction of the English Language Lab is considered essential at 3rd year level. At this stage the students need to prepare themselves for their careers which may require them to listen to, read, speak and write in English both for their professional and interpersonal communication in the globalised context. 

The proposed course should be an integrated theory and lab course to enable students to use ‗good‘ 

English and perform the following: 

· Gather ideas and information, to organize ideas relevantly and coherently.  

· Engage in debates.  

· Participate in group discussions.  

· Face interviews.  

· Write project/research reports/technical reports. 

·  Make oral presentations.  

· Write formal letters. 

·  Transfer information from non-verbal to verbal texts and vice versa.

·  To take part in social and professional communication. 

2. Objectives: 

This Lab focuses on using computer-aided multimedia instruction for language development to meet the following targets: 

 To improve the students‘ fluency in English, through a well-developed vocabulary and enable them to listen to English spoken at normal conversational speed by educated English speakers and respond appropriately in different socio-cultural and professional contexts. 

 Further, they would be required to communicate their ideas relevantly and coherently in writing. 

3. Syllabus: 

The following course content is prescribed for the Advanced Communication Skills Lab:

1. Vocabulary Building – synonyms and antonyms, Word Roots, One-Word Substitutes, Prefixes and Suffixes, Study of Word Origin, Analogy, Idioms and Phrases.
2. Reading Comprehension – Reading for Facts, Guessing meanings from context, Scanning, Skimming, Inferring Meaning, and Critical Reading.
3. Writing Skills –Structure and presentation of different types of writing - Resume Writing /E-Correspondence/Statement of Purpose.

4. Technical Writing- Technical Report Writing, Research Abilities/Data Collection/Organizing Data/Tools/Analysis.

5. Group Discussion – Dynamics of Group Discussion, Intervention, Summarizing, Modulation of Voice, Body Language, Relevance, Fluency and Coherence.
6. Presentation Skills – Oral presentations (individual and group) through JAM sessions/Seminars, Written Presentations through Projects/ PPTs/e-mails etc.

7. Interview Skills – Concept and Process, Pre-Interview Planning, Opening Strategies, Answering Strategies, Interview through Telephone and Video-Conferencing.
      4. Minimum Requirement: The English Language Lab shall have two parts: 

      
 i) The Computer aided Language Lab for 60 students with 60 systems, one master console, LAN facility and English language software for self- study by learners. 

     ii) The Communication Skills Lab with movable chairs and audio-visual aids with a P.A System, a T. V., a digital stereo –audio & video system and camcorder etc. 

System Requirement (Hardware component): Computer network with Lan with minimum 60 multimedia systems with the following specifications: 
     i) P – IV Processor 

     a) Speed – 2.8 GHZ 

     b) RAM – 512 MB Minimum 

     c) Hard Disk – 80 GB 

     ii) Headphones of High quality 

     5. Suggested Software: 

     The software consisting of the prescribed topics elaborated above should be procured and used. 

     Suggested Software: 

· Clarity Pronunciation Power – part II 

·  Oxford Advanced Learner‘s Compass, 7th  Edition 

·  DELTA‘s key to the Next Generation TOEFL Test: Advanced Skill Practice.

· Lingua TOEFL CBT Insider, by Dreamtech.

·  TOEFL & GRE( KAPLAN, AARCO & BARRONS, USA, Cracking GRE by CLIFFS) 

·  The following software from ‗train2success.com‘ 

i. Preparing for being Interviewed, 

ii. Positive Thinking,  

iii. Interviewing Skills,  

iv. Telephone Skills, 

v. Time Management  

vi. Team Building,  

vii. Decision making 

· English in Mind, Herbert Puchta and Jeff Stranks with Meredith Levy, Cambridge 
6. Books Recommended: 

1. Technical Communication by Meenakshi Raman & Sangeeta Sharma, Oxford University Press 2009.

2. Advanced Communication Skills Laboratory Manual by Sudha Rani, D, Pearson Education 2011.

3.  English Language Communication : A Reader cum Lab Manual Dr A Ramakrishna Rao, Dr G Natanam & Prof SA Sankaranarayanan, Anuradha Publications, Chennai 2008. 

4.  English Vocabulary in Use series, Cambridge University Press 2008.  

5.  Management Shapers Series by Universities Press(India)Pvt Ltd., Himayatnagar, Hyderabad 2008. 

6. Communication Skills by Leena Sen, PHI Learning Pvt Ltd., New Delhi, 2009. 

7. Handbook for Technical Writing by David A McMurrey & Joanne Buckely CENGAGE Learning 2008. 

8.  Job Hunting by Colm Downes, Cambridge University Press 2008. 

9.  Master Public Speaking by Anne Nicholls, JAICO Publishing House, 2006. 

10. English for Technical Communication for Engineering Students, Aysha Vish hwamohan, Tata Mc  Graw-Hil 2009. 

11. Books on TOEFL/GRE/GMAT/CAT/ IELTS by Barron‘s/DELTA/Cambridge University Press. 

12. International English for Call Centres by Barry Tomalin and Suhashini Thomas, Macmillan  Publishers, 2009.

ANURAG GROUP OF INSTITUTIONS 
(AUTONOMOUS)

III Year B.Tech. CSE - I Sem






L       T / P / D      C     











0             3              2       

(A55212) WEB TECHNOLOGIES LAB

Course Objectives:

1. Developing static web pages using HTML and CSS.

2. Data Validations using JavaScript.

3. To build XML applications with DTD and style sheets that spans multiple domains.

4. Manipulating data in the database using JDBC

5. Developing Dynamic pages using servlets, JSP.

Course Outcomes:

1. Design static web pages and provide client side authentication.

2. Develop new tag sets using XML mechanism.

3. Understand database connectivity and retrieving data using client/server database.

4. Design dynamic web pages and develop web applications using MVC architecture.

Week-1: 

Design the following static web pages required for an online book store web site. 

1) HOME PAGE: 

2) LOGIN PAGE: 

Week -2: 

Design the student REGISTRATION PAGE: 

Week- 3:

Apply internal and external CSS (Cascading Style Sheets) for week1&2 pages. 

Week -4: 

VALIDATION: 

Write JavaScript to validate the following fields of the above registration page. 
Week -5: 

Design the catalogue page

Week -6: 

Write an XML file which will display the Book information which includes the following: Write a Document Type Definition (DTD) to validate the above XML file. 

Week -7: 

Install TOMCAT web server and APACHE. While installation assign port number 4040 to TOMCAT and 8080 to APACHE. Make sure that these ports are available i.e., no other process is using this port. Deploy above all pages in to tomcat web server.

Week -8:

Write a program to display the HELLO WORLD message using servlet.

Week - 9: 

Communicate two servlets using doGET and doPOST methods.

Week -10:

Write a program to create cookies and retrieval using servlet.

Week -11:
Write a program to display the HELLO WORLD message using JSP

Week -12: 

Convert all above static web pages into the JSP pages.

Week -13: 

Using registration form. Authenticate the user when he submits the login form using the user name and password from the database

Week -14

Create tables in the database which contain the details of items (books in our case like Book name , Price, Quantity, Amount )) of each category. Modify your catalogue page (week 4)in such a way that you should connect to the database and extract data from the tables and display them in the catalogue page using JDBC. 

Week -15

Implement week -10 in MVC architecture.
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(A55213) OPERATING SYSTEM AND COMPUTER NETWORKS LAB

PART A

Course Objectives:

1. Analyze system calls that can offer operating system services

2. Demonstrate various operating system concepts

3. Understand and apply concepts towards new operating system design

4. Understand the concept of Dead lock and its avoidance 

5. Developing page replacement algorithms

Course Outcomes:

1. Understand system calls behavior and implement that can offer operating system services

2. Implement  operating system concepts

3. Implement the producer and consumer problem

4. Implement the dead lock avoidance using banker’s algorithm

5. Develop the CPU scheduling applications 

1. Write a programs using the following system calls of UNIX operating system: fork, exec, getpid, exit, wait, close, stat, opendir, readdir

2. Write a program to implement multithreading?

3. Give the list of processes, their CPU burst times and arrival times, display or print the Gantt chart for FCFS and SJF. For each of the scheduling policy compute and print the average waiting time and average turnaround time

4. Give the list of processes, their CPU burst times and arrival times, display or print the Gantt chart for Priority and Round Rabin. For each of the scheduling policy compute and print the average waiting time and average turnaround time.

5. Implement producer consumer problem using semaphore?

6. Write a program to implement Banker’s algorithm for deadlock avoidance?

7. Write a program to implement page replacement algorithms (FCFS, Optimal, LRU)

PART B 

Course Objectives: 


         

1. Understand data link layer framing methods.

2. Explain the various error handling mechanism.

3. Understand data link control protocols

4. Implement various protocols of Noisy and Noiseless Channels

Course Outcomes: 

1. Implement different data link layer framing methods.

2. Analyze error control methods.

3. Implement different protocols of noiseless Channels.

4. Develop programs for protocols in noisy Channels


          

           

1. Implement the data link layer framing methods Bit stuffing, Character Stuffing.

2. Implement CRC 16 error control mechanism in data link layer

3. Implement minimum hamming Distance

4. Implement Stop and Wait protocol.

5. Implement Go-Back-N and Selective Repeat Request protocols.

6. Implement CSMA/CD Using C program.

7. Write a C program for CSMA/CA.
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(A55214) LOGICAL REASONING AND QUANTITATIVE APTITUDE – I
Course Outcomes:

1.  Enhance the problem-solving ability of the students with focusing on basic concepts of arithmetic, algebra, geometry data analysis. 
2. Demonstrate various principles involved in solving mathematical problems and thereby reducing the time taken for performing job functions.

Unit I :

Series Completion: Number Series, Alphabet Series, Alpha – Numeric Series.

Analogy: Completing the Analogous Pair, Simple Analogy, Choosing the Analogous Pair, Double Analogy, Word Analogy and Number Analogy.

Unit II:
Classification / Odd One Out:  Word Classification, Number Classification, Letter Classification.

Coding – Decoding : Letter Coding, Number Coding, Matrix Coding, Substitution, Deciphering Message Word Codes, Jumbled coding.

Unit III:
Blood Relations : Deciphering Jumbled up Descriptions, Relation Puzzle – Direction sense test. Number, Ranking & Time Sequence Test – Arithmetical Reasoning – Mathematical Operations.

Unit IV :

Number System : Test for Divisibility, Test of prime number, Division and Remainder – HCF and LCM of Numbers – Fractions.

Unit V :

Ratio and Proportion : Properties of Ratio, Comparison of Ratios, Useful Simple Results on Proportion – Partnership and Share – Mixtures.

Text Books:

1. Verbal and Non Verbal Reasoning by R.S.Agarwal.

2. Quantitative Aptitude by R.S.Agarwal.
3. Quantitative Aptitude by Abhijit Guha.
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(A56031) ADVANCED COMPUTER NETWORKS
Course Objectives:
1.   Understand different Address Mapping Methods
2.   Compare different routing protocols
3.   Understand transport layer protocols
4.   Discuss the concepts congestion control 
5.   Outline Application layer

Course Outcomes:
1. Analyze TCP/IP and OSI models and various protocols.
2. Analyze various network layer protocols.
3. Compare and contrast various Routing and Congestion control algorithms. 
4. Choose suitable protocol (UDP/TCP) of transport layer based on the type of the application.
5. Evaluate various responsibilities of application layer.
Unit I :  

Introduction- Brief Introduction on Network Models, error detection and correction in data link layer.
Network Layer: Address Mapping, Error Reporting and Multicasting-Address Mapping, Internet Control Message Protocol (ICMP), Internet Group Management Protocol (IGMP), Internet Group Management Protocol Version6 (ICMPv6).
Unit II: 

Network Layer: Delivery, Forwarding and Routing- Delivery, Forwarding, Uni-casting Routing Protocols, Multicast Routing Protocols
Unit III:

Transport Layer: Process to Process Delivery, User Datagram Protocols (UDP), Transmission control Protocol (TCP), Stream Control Transmission Protocol(SCTP).
Unit IV:  

Transport Layer: Congestion Control and Quality of Service-Data Traffic, Congestion,  Control, Quality of Service, Techniques to improve QoS, Integrated Services, Differentiated services.
Unit  V: 

Application Layer: Domain Name System- Namespace, Domain Name Space, Distribution of Name Space, DNS in Internet, Resolution, Domain Name Space (DNS) Messages,    Electronic  Mail, File Transfer.

Text  Book: 

1. Behrouz A Forouzan, Data Communications and Networking, 5th   Edition, McGraw-Hill, 2013.
Reference Books: 

 1. Andrew S. Tanenbaum , Computer Network, 5th  Edition, Pearson Education India,2014. 

2. William Stallings, Data Communications, 8th Edition, Pearson Education,2013.
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(A56032) DATA WAREHOUSING AND DATA MINING

Course Objectives:

1. To familiarize the concepts and architectural types of data Warehouses.

2. Provides efficient design and management of data storages using data warehousing and OLAP.

3. To understand the fundamental processes concepts and techniques of data mining.

4. To consistently apply knowledge concerning current data mining research and how this may contribute to the effective design and implementation of data mining applications.

5. To provide advance research skills through the investigation of data-mining  Literature

Course Outcomes:

1. Design a data mart or data warehouse for any organization 

2. Apply Association and classification knowledge  to different  data sets

3. Apply  the clustering Techniques  for different data sets

4. Explore recent trends in data mining such as web mining, spatial-temporal mining

Unit  I:
Data Warehouse and OLAP Technology: what is a Data Warehouse, Multidimensional Data Model, OLAP Operations on Multidimensional Data,  Data Warehouse Architecture

Cube computation:Multiway Array Aggregation, BUC

Unit  II:
Introduction to Data Mining: Fundamentals of data mining, Data Mining Functionalities,

Data Mining Task Primitives,Major issues in Data Mining. 
Data Preprocessing: Needs for Preprocessing the Data, Data Cleaning, Data Integration and Transformation, Data Reduction .

Unit  III:
Mining Frequent Pattern: Associations and Correlations: Basic Concepts,Efficient and Scalable Frequent Item set Mining Methods, Mining various kinds of Association Rules, 

Classification and Prediction: Issues Regarding Classification and Prediction, Classification by Decision Tree Induction, Bayesian Classification.

Unit   IV:
Cluster Analysis: Types of Data in Cluster Analysis, A Categorization of Major Clustering Methods, Partitioning Methods-K-means, PAM, Hierarchical Methods-BIRCH, Density-Based Methods-DBSCAN, Outlier Detection
Unit V:
Pattern Discovery in real world data: Mining Time-Series Data, Spatial Data Mining, Multimedia Data Mining, Text Mining, Mining the World Wide Web, Data Mining Applications 

Text Book:

1.Jiawei Han and MichelineKamber, Data Mining Concepts and Techniques, Second Edition, Elsevier, 2007.
Reference Books:

1. Alex Berson and Stephen J. Smith,  Data Warehousing, Data Mining & OLAP, Tata McGraw Hill, Tenth Reprint,  2007.
2.ArunK.Pujari , Data Mining Techniques,2nd Edition, Universities press.
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(A56033) CLOUD COMPUTING

Course Objectives:


1. To understand the concepts of virtualization and its benefits

2. To impart fundamental concepts in the area of cloud computing.

3. To impart knowledge in applications of cloud computing.

Course Outcomes:

1. Compare and contrast different cloud architecture

2. Learn & Implement Virtualization

3. Analyze and design storage mechanisms

4. Apply security mechanism for the Cloud.

5. Understand Disaster recovery in Cloud

Unit I: 

Introduction to Virtualization:  Objectives of virtualization, history of virtualization, benefits of virtualized technology, the virtual service desk, what can be virtualized, related forms of computing, cloud computing, software as a service – SaaS, grid computing, utility computing, virtualization processes.

Virtualization Technologies-I: Ubuntu (server edition),Altiris, Windows server, Software virtualization, VMware, Intel virtualization, Red Hat virtualization, Soft grid application, Linux virtualization, Desktop virtualization, Hardware virtualization, Resource virtualization, Processor virtualization, Application virtualization. 

Unit II: 

Virtualization Technologies-II:  Storage virtualization, Virtualization density, Para-virtualization, OS virtualization, Virtualization software, Data Storage virtualization, Intel virtualization technology, Thinstall virtualization suite, Net framework virtualization, Windows virtualization on Fedora, Storage virtualization technologies, Virtualization level, Security monitoring and virtualization, Oracle virtualization.

Unit III: 

Virtualization and Storage Management:  The heart of cloud computing-virtualization, defining virtualization, why virtualize, what can be virtualized, where does virtualization happen, how does virtualization happen, on the road to storage virtualization, improving availability using virtualization, improving performance through virtualization, improving capacity through virtualization, business value for virtualization.

Unit IV: 

Introduction to Cloud Computing: Cloud Introduction and overview- Components, Infrastructure and Services, Why Use Cloud Computing, Benefits and Limitations, Cloud Application Architectures, Cloud Infrastructure Models, Cloud Computing Technology- Hardware & Software Infrastructure 

Cloud Computing Architecture: Requirements, Introduction to Cloud Computing Architecture, various kinds of Cloud Computing Architecture, Grid Computing, Transactional Computing, On Demand Computing, and Distributed Computing. 

Unit V: 

Security:  Security issues in Cloud Computing - Data Security, Network Security, and Host Security 

Disaster Recovery: Disaster Recovery Planning, Disasters in the Cloud, Disaster Management.

Scaling a Cloud Infrastructure- Capacity Planning, Cloud Scale. 
Case Studies:  Amazon S3, Google APP Engine, IBM Clouds, Oracle OBIEE

Text Books:

1. Ivanka MenkenIvanka Menken (Author) 

2. ›Visit Amazon's Ivanka Menken Page
3. Find all the books, read about the author, and more.

4. See search results for this author 

5. Are you an author? Learn about Author Central
6. , Gerard Blokdijk ,Cloud Computing Virtualization Specialist Complete Certification Kit - Study Guide Book, 2009.Gerard Blokdijk (Author)›Visit Amazon's Gerard Blokdijk PageFind all the books, read about the author, and more.See search results for this author Are you an author? Learn about Author Central
2. George Reese, Cloud Application Architectures Building Applications and Infrastructure in the Cloud, O'Reilly Media Press, 2009.

Reference Books:

1. Anthony T. Velte, Tobe J. Velte, Robert Elsenpeter, Cloud Computing: A Practical Approach, Publication Person Education, 2009

2. Tom Clark, Storage Virtualization: Technologies for Simplifying Data Storage and Management, Addison-Wesley, 2005

3. Curtis Brian J.S. Chee, Cloud Computing Technologies and Strategies of the Ubiquitous Datacenter, 2010
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(A56034) HUMAN COMPUTER INTERACTION
(ELECTIVE – I)
Course Objectives:
1.
Demonstrate an understanding of guidelines, principles, and theories influencing human computer interaction. 
2. 
Recognize how a computer system may be modified to include human diversity.
3. 
Select an effective style for a specific application. 
4. 
Design mock ups and carry out user and expert evaluation of interfaces

Course Outcomes:
1. Identify and formulate characteristics and components of graphical user interface. 

2. Analyze various design paradigms for human computer interaction.

3. Design & implement human computer interaction using various design techniques.

4. Support Design rules to use HCI in the software process.

Unit  - I :
Introduction : Importance of user Interface – definition, importance of good design. Benefits of good design. A brief history of Screen design.

The graphical user interface – popularity of graphics, the concept of direct manipulation, graphical system, Characteristics, Web user – Interface popularity, characteristics- Principles of user interface. 

Unit  – II :
Design process – Human interaction with computers, importance of human characteristics human consideration, Human interaction speeds, understanding business junctions. 

Unit  – III:
 Screen Designing : Design goals – Screen planning and purpose, organizing screen elements, ordering of screen data and content – screen navigation and flow – Visually pleasing composition – amount of information – focus and emphasis – presentation information simply and meaningfully – information retrieval on web – statistical graphics – Technological consideration in interface design.
Unit  – IV:
Windows – New and Navigation schemes selection of window, selection of devices based and screen based controls.

 Components – text and messages, Icons and increases – Multimedia, colors, uses problems, choosing colors.

Unit  - V :
Software tools – Specification methods, interface – Building Tools.

Interaction Devices – Keyboard and function keys – pointing devices – speech recognition digitization and generation – image and video displays – drivers. 

Text Books: 

1. Wilbert O Galitz, The essential guide to user interface design,  Wiley DreamaTech, 2007.

2. Ben Shneidermann, Designing the user interface. 3rd Edition, Pearson Education Asia, 2001.

Reference Books: 

1. Alan Dix, Janet Fincay, GreGoryd, Abowd, Russell Bealg, Human – Computer Interaction., Pearson.

2. Rogers, Sharps ,Interaction Design Prece,. Wiley DreamTech, 
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(A56035) UNIX PROGRAMMING

(ELECTIVE – I)
Course Objectives:

1. To understand the Unix utilities and be able to work with Bourne again shell (bash).

2. To understand the file concepts, process, role of kernel in process management, signal generation and handling.

3. Introduction to inter process communication, semaphores and multithreading.

Course Outcomes: 
1. Summarize various utilities and use of shell scripts in UNIX environment.

2. Describe and understand file system, process and signals in UNIX system.
3. Analyze and apply the concepts of inter process communication.
4. Explain thread structure and use of thread API’s in multithreaded programming.
5. Analyze the importance of sockets in network programming.
Unit I: 

Introduction to Unix:- Architecture of Unix, Features of Unix , Unix Commands – PATH, man, echo, printf, script, passwd, uname, who, date, stty, pwd, cd, mkdir, rmdir, ls, cp, mv, rm, cat, more, wc, lp, od, tar, gzip.

Unit II :

Unix Utilities:- Introduction to unix file system, vi editor, file handling utilities, security by file permissions, process utilities, disk utilities, networking commands, unlink, du, df, mount, umount, find, unmask, ulimit, ps, w, finger, arp, ftp, telnet, rlogin.Text processing utilities and backup utilities , detailed commands to be covered are tail, head , sort, nl, uniq, grep, egrep, fgrep, cut, paste, join, tee, pg, comm, cmp, diff, tr, awk, cpio

Unit III :

Working with the Bourne shell(bash): Introduction, shell responsibilities, pipes and input Redirection, output redirection, here documents, running a shell script, the shell as a programming language, shell meta characters, file name substitution, shell variables, command substitution,  test command, control structures, arithmetic in shell, functions.

Filters: Filters and Pipes, Concatenating files, Display Beginning and End of files, Cut and Paste, Sorting, Translating Characters, Files with Duplicate Lines, Count characters, Words or Lines, Comparing Files
Unit IV:

Inter-process Communications: Introduction to IPC, Pipes, FIFOs, Introduction to three types of IPC-message queues, semaphores and shared memory. Message Queues: Kernel support for messages, Unix system V APIs for messages, client/server example. Semaphores: Kernel support for semaphores, Unix system V APIs for semaphores. Shared Memory: Kernel support for shared memory, Unix system V APIs for shared memory, semaphore and shared memory example.

Unit V:

Files:  File Concept, Files System Structure, Inodes, File Attributes, File Types, Library functions, the standard I/O and formatted I/O in C, stream errors, kernel support for files, System calls, file descriptors. Process: Process concept, Kernel support for process, process attributes, process control-process creation, waiting for a process, process termination, zombie process, orphan process, Process APIs. Signals: Introduction to signals, Signal generation and handling, Kernel support for signals, Signal function, unreliable signals, reliable signals, kill, pause, abort, sleep functions.

Text Books: 

1. Sumitabha Das, Unix Concepts and Applications, 4th edition, TMH, 2006.

2. T.Chan, Unix System Programming using C++, PHI, 2012.

Reference Books:

1.N.Mathew, R.Stones,Wrox, Beginning Linux Programming, 4th edition, Wiley India Edition.

2.W.R.Stevens, Unix Network Programming, PHI, 2001. 
3. Graham Glass, King Ables, Unix for programmers and users, 3rd Edition, Pearson Education, 2003. 

4. B.A.Forouzan and R.F.Gilberg, Unix and Shell programming, Cengage Learning, 2009. 

5. W.R.Stevens, Advanced Programming in the Unix environment, 2nd Edition, Pearson Education, 2001. 
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(A56036) COMPUTER GRAPHICS

(ELECTIVE – I)
Course Objectives:

1. To exemplify the major computer graphics application areas.

2.To create computer models of 2D And 3D objects using mathematical knowledge and skills.

3. Understating the 2D and 3D transforms 

Course Outcomes:

1. To discriminate the various structures of Computer Graphics system.

2. To analyze basic principles of implementing Computer Graphics primitives.

3. To compare and contrast between implementation of 2D and 3D Transformations.

4. To differentiate the techniques for representing 3D geometrical objects.

5. To analyze requirements and constraints for hidden surface removal and rendering methods.
Unit  I:
Introduction:Computer-Aided design, Presentation graphics, Computer Art, Entertainment, Education and Training, Visualization, Image processing, Graphics user interfaces.

Graphics Systems: Video display devices, Raster scan systems, Random scan systems, Input devices, Hard-copy devices, Graphics software.
Unit  II:
Basic Graphic algorithms: Overview, Scan converting lines, Scan converting Circles, Scan converting Ellipse, Filling polygons, Clipping lines (Cohen Sutherland & Liang Barsky), Clipping polygons (Sutherland Hodgeman).
Unit  III:
Geometrical Transformations: 2D Transformation (Translation, Rotation, Scaling, Shearing & reflection), Homogeneous co-ordinates and matrix representation of 2D transformations, Composition of 2D transformations, the window-to-view port transformation. 

3D Transformations: Matrix representation of 3D Transformations (Translation, Rotation, Scaling, Shearing & reflection.).
Unit  IV:
Viewing in 3D: Projections, Specifying an arbitrary 3D view, Examples of 3D viewing

Curves and surfaces: Polygon meshes, Hermite curves, Bezier curves, Bezier surfaces, B-Spline surfaces.
Unit  V:
Visible surface determination:  classification of visible surface determination algorithms (Back -Face Detection, Depth-Buffer, Scan line), BSP- Tree Method and Octree Method. 

Illumination and Shading: Illumination models (Ambient Light, Diffuse & Specular Reflection and Phong Model), Shading models for Polygons (Gouraud & Phong). 

Text Book:

1. Donald Hearn and M. Pauline Baker ,Computer Graphics C version, , 2nd Edition, 

2011, Pearson.

Reference Books:

1.Foley, Van Dam, Feiner, Hughes, Computer Graphics Principles and Practice in C, 2nd   Edition, 2013, Pearson.

2. D.F. Rogers ,Procedural Elements for Computer Graphics,  2nd Edition, TMH
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(A56037) OBJECT ORIENTED ANALYSIS AND DESIGN 

Course Objectives:

1. Object oriented Analysis and Design using UML present the concepts and techniques necessary to effectively use system requirements to drive the development of a robust design model.

2. To acquire UML, a common language for talking about requirements, designs, and component interfaces. Model a real-world application by using a UML class diagram.
3. Showing how we apply the process of object oriented analysis and design to software development.

4. Pointing out the importance and function of each UML model to the process of object oriented analysis and design, and explaining the notation of various elements in these models.

Course Outcomes:

1. Recognize the concepts and principles of object oriented programming concepts. 
2. Understand the purposes, major components and key mechanisms of Class and Object Diagram.

3. Describe the basic resource management responsibilities of Interaction Diagram. 

4. Knowledge on State-chart Diagram.

5. Applying the techniques for Component and Deployment Diagrams.

Unit  I:
Introduction to UML: Importance of modeling, principles of modeling, object oriented Modeling, conceptual model of the UML, Architecture, Software Development Life Cycle.

Basic Structural Modeling: Classes, Relationships, common Mechanisms, and diagrams.

Unit  II:
Advanced Structural Modeling: Advanced classes, advanced relationships, Interfaces, Types and Roles, Packages

Class & Object Diagrams: Terms, concepts, modeling techniques for Class & Object

Diagrams. Design class diagram for Library information system.

Unit  III:
Basic Behavioral Modeling-I: Interactions, Interaction diagrams.

Basic Behavioral Modeling-II: Use cases, Use case Diagrams, Activity Diagrams. Design Use cases, Use case diagrams, Interaction diagram and Activity diagram for library system.

Unit  IV:
Advanced Behavioral Modeling: Events and signals, state machines, processes and Threads, time and space, state chart diagrams. Design State machine for different objects in library system

Unit V:
Architectural Modeling: Component, Deployment, Component diagrams and Deployment diagrams. Design and document of library system.

Text Book:

1. Grady Booch, James Rumbaugh, Ivar Jacobson, The Unified Modeling Language User Guide, 7th Impression, Pearson Education, 2008.

Reference Books:

1. Hans-Erik Eriksson, Magnus Penker, Brian Lyons, David Fado, UML2 Toolkit, 2nd Edition, WILEY-DreamTech India Pvt. Ltd., 2012.

2. Meilir Page-Jones, Fundamentals of Object Oriented Design in UML, Illustrated Edition, Pearson Education, 2000.

3. Pascal Roques, Modeling Software Systems Using UML2, 1st edition, WILEY-DreamTech India Pvt. Ltd., 2011.

4. Atul Kahate, Object Oriented Analysis & Design, 1st Edition, The McGraw-Hill Companies, 2007.

5. Mark Priestley, Practical Object-Oriented Design with UML, 2nd Edition, TATA McGrawHill, 2005.

ANURAG GROUP OF INSTITUTIONS

(AUTONOMOUS)

III Year B.Tech. CSE - II Sem






L       T / P / D      C     











3         0                  3     

(A56038) SOFTWARE PROJECT MANAGEMENT

Course Objectives:

 1. A basic knowledge of software project management principles

2. The ability to come up with a project schedule and assign resources

3. Choose an appropriate project development methodology (e.g. waterfall, spiral …)

4. Identify project risks, monitor and track project deadlines

Course Outcomes:

1. Apply the practice of project management in delivering of projects.

2. Evaluate the project against strategic, technical and economic criteria.

3. Identify effort estimation and activity plan of a project.

4. Categorize and prioritize actions for risk management.

5. Evaluate the characteristics of various team structures.

Unit   I:
Introduction to software project management: Introduction, importance of software project management, Categorization of software project, problems, setting of objectives, stakeholders, the business case, management control.

Stepwise:  overview of project planning:  Introduction, selection of projects, objectives infrastructure, products and activities, activity risks. Analysis of project characteristics, estimation of effort for each activity, allocation of resources, review/publicize plan/execute plan.
Unit  II:
Programme management and project evaluation: programme management, management of allocation of resources within a programme, strategic programme management, creating a programme management, aids to programme management, benefits, evaluation of individual project’s, technical assessment, cost benefit analysis, evaluation techniques, cash flow forecasting. 

Selection of an appropriate project approach:  choosing technologies, technical plan content list, and dynamic system development method. 
Unit   III:
Software effort estimation: applications and its problems, the basis of software estimation.

Activity Planning: objectives, plan, project schedules, projects and activities(sequencing and scheduling),network planning models, formulating the network models, far ward and backward pass, identifying the critical path, activities. 
Unit  IV:
Risk Management: framework (identification, assessment, planning, and management), evaluating risks to the schedule, applying the PERT techniques, monte carol simulation, and critical chain concepts.

Resource Allocation: Nature, identifying requirements, scheduling, creating critical paths, counting costs, publishing, cost schedule, scheduling sequence.

Unit   V:
Monitoring and control:  creating framework, collecting data, visualizing progress, cost monitoring, earned value analysis, prioritizing monitoring, change control.

Managing contracts:  ISO 12207 approach, supply process, types, stages, typical terms of a contract, contract management, acceptance.

Managing people and organizing teams:  organizational behavior, selecting the right person, instruction and best methods, motivation, Oldham-Hackman job characteristics working in groups, becoming a team, decision making, leadership, organizational structures, dispersed and virtual teams, influence of culture, stress, health and safety.

Text Books:

 1. Bob Hughes and Mike Cotterell, Software Project Management, Tata McGraw-Hill, 4TH Edition. 

 2. Newtown Square A Guide To The Project Management Body Of Knowledge (PMBOK Guide)., Pa. : Project Management Institute, Inc., 2004. Print.
Reference Books:

   1. Walker Royce, Software Project Management: Pearson Education, 2005. 

2. Joel Henry: Software Project Management, Pearson Education. 

3. PankajJalote:Software Project Management in practice, Pearson Education.
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(A56211) OBJECT ORIENTED ANALYSIS AND DESIGN LAB

Course Objectives: 

1. Identify Use Cases and develop the Use Case model.

2. Identity the conceptual classes and develop a domain model with UML Class diagram.

3. Using the identified scenarios find the interaction between objects and represent them using UML Interaction diagrams.
4. Identify the business activities and develop an UML Activity diagram.
5. Design the State Chart diagram.
Course Outcomes:
1. The students understands the process to be followed in the software development life cycle

2. Find practical solutions to the problems

3. Solve specific problems alone or in teams

4. Manage a project from beginning to end

Projects

1 .ATM System

2. Online Quiz System

3. Online Ticket Reservation System

Week 1-2 : Model use case diagrams for the above specified projects

Week 3-4 :  Model class diagrams for the above specified projects

Week 5-6: Model activity diagrams for the above specified projects

Week 7-8 : Model  sequence diagrams for the above specified projects

Week 9-10: Model collaboration diagrams for the above specified projects

Week 11-12: Model state chart diagrams for the above specified projects

Week 13-14: Model component diagrams for the above specified projects

Week 15-16: Model Deployment diagrams for the above specified projects
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(A56212) DATA WAREHOUSE AND DATA MINING LAB

Course Objectives: 

1. To implement data warehouses for different organizations.

2. To analyze the process of preprocessing the data.

3. To test the real world data sets using supervised learning and unsupervised learning.

4. To determine the performance and accuracy of models.

5. To handle small data mining project for a given practical domain.

. Course Outcomes: 
1. The data mining process and important issues around data cleaning, pre-processing and integration. 
2. The principle algorithms and techniques used in data mining, such as clustering, association mining, classification and prediction
Week-1:  Design multi-dimensional data models namely star, snowflake and Fact constellation schemas for one enterprise (Like banking).

Week-2-3: Apply below preprocessing techniques on given dataset.

Handling Missing Values , Remove records having a NULL value, Replace Numeric attributes by mean value,  Remove Nominal attributes having null value, Sampling, Discretization (Binning) ,  Normalization

Week-4: Market basket analysis using Association Rule Mining

 Week-5: movie reviews classification using WEKA Tool

Week-6: weather classification using WEKA Tool 

Week-7: Multiple regression analysis on sales data set
Week-8: Demonstrate K-means based Clustering in weka

Week-9:Demonstrate hierarchical based Clustering in weka

Week-10: apply classification, cluster technique on time series data sets

Week-11:apply classification, cluster technique on time spatial data sets

Week-12:DemonstrateOutlier detection technique

Week-13-16: Credit Risk Assessment    


Description: The business of banks is making loans. Assessing the credit worthiness of an applicant is of crucial importance. You have to develop a system to help a loan officer decide whether the credit of a customer is good, or bad. A bank's business rules regarding loans must consider two opposing factors. On the one hand, a bank wants to make as many loans as possible. Interest on these loans is the banks profit source. On the other hand, a bank cannot afford to make too many bad loans. Too many bad loans could lead to the collapse of the bank. The bank's loan policy must involve a compromise: not too strict, and not too lenient.
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(A56213) LOGICAL REASONING AND QUANTITATIVE APTITUDE – II
Course Outcomes:

1.  Enhance the problem-solving ability of the students with focusing on basic concepts of arithmetic, algebra, geometry data analysis. 
2. Demonstrate various principles involved in solving mathematical problems and thereby reducing the time taken for performing job functions.

UNIT I  : 

Data Sufficiency : Problems in which a question on any topic such as Coding – Decoding, Blood Relations, Directions, Arithmetical Reasoning , etc.

Puzzle Test :  Classification Type Questions, Seating Arrangements Comparison Type Questions, Sequential Order of Things, Selection Based on given conditions, Family – Based Puzzles , Jumbled Problems.

UNIT II:

Assertions and Reason – Logical Venn Diagrams – Alpha Numeric Sequence Puzzle.

Cubes and Dice – Analytical Reasoning.
UNIT III :

Logical Deduction: Logic, Statement – Arguments, Statement – Assumptions, Statement – Conclusions, Deriving Conclusions from Passages.

Clocks & Calendar.
UNIT IV:

Simple Interest : Effect of change of P, R and T on Simple Interest – Compound Interest: Conversion Period, Difference between Compound Interest and Simple Interest – Time and Work – Time and Distance.
UNIT V:

Mensuration:  Area of Plane Figures, Volume and Surface Area of solid figures.

Data Interpretation: Tabulation, Bar Graphs, Pie Charts, Line Graphs.

Text Books:

1. Verbal and Non Verbal Reasoning by R.S.Agarwal.

2. Quantitative Aptitude by R.S.Agarwal.

3. Quantitative Aptitude by Abhijit Guha.
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(A57043) ADVANCED DATABASES 

Course Objectives:

1. Understand the role of a database management system in an organization.

2. Understand basic database concepts, including the structure and operation of the relational data model.

3. Understand the concept of a database transaction and related database facilities, including concurrency control, backup and recovery, and data object locking and protocols.

Course Outcomes:

1. Design a distributed database system with Local Independence, Hardware Independence , Ability to achieve Local autonomy, Location Transparency, Fragmentation Transparency, Replication Transparency 

2. To execute distributed query executed at several different Data Processing sites.

3. Understands the Query optimization to perform transparently by the DDBMS.

4. Develop the distributed system which may heterogeneous and should provide DBMS independence

Unit  I:

Features of Distributed versus Centralized Databases, Principles Of Distributed Databases -Levels of Distribution Transparency, Reference Architecture for Distributed Databases , Types of Data Fragmentation, Integrity Constraints in Distributed Databases, Parallel Database Systems-Parallel Architectures, Parallel DBMS Techniques, Distributed Database Design, A framework for Distributed Database Design, The Design of Database Fragmentation, The Allocation of Fragments. 

Unit  II:

Translation of Global Queries to Fragment Queries, Equivalence Transformations for Queries, Transforming Global Queries into Fragment Queries, Distributed Grouping and Aggregate Function Evaluation, Parametric Queries, Optimization of Access Strategies, A Framework for Query Optimization, Join Queries, General Queries. 
Unit  III:

The Management of Distributed Transactions, A Framework for Transaction Management , Supporting Atomicity of Distributed Transactions, Concurrency Control for Distributed Transactions, Architectural Aspects of Distributed Transactions, Concurrency Control, Foundation of Distributed Concurrency Control, Distributed Deadlocks, Concurrency Control based on Timestamps, Optimistic Methods for Distributed Concurrency Control. 
Unit  IV:
Reliability, Basic Concepts, Non-blocking Commitment Protocols, Reliability and concurrency Control, Determining a Consistent View of the Network, Detection and Resolution of Inconsistency, Checkpoints and Cold Restart, Distributed Database Administration, Catalog Management in Distributed Databases, Authorization and Protection 

Unit  V:

Distributed Object Database Management ,Object Distributed Design, Architectural Issues, Alternative Client/Server Architectures, Cache Consistency, Object Management, Object Identifier Management, Pointer Swizzling, Object Migration, Distributed Object Storage, Object Query Processing, Object Query Processor Architectures, Query Processing Issues, Query Execution , Transaction Management, Transaction Management in Object DBMS , Transactions as Objects. 

Text Books:

1. Stefano Ceri, Giuseppe Pelagatti,Distributed Database Principles & Systems, 
McGraw-Hill.

2. M.TamerOzsu, Patrick Valduriez,Principles of Distributed Database Systems, 
- Pearson Education.

Reference Books: 

1. RamezElmasri, Shamkant B. Navathe,Fundamentals of Database systems, 5th  Editions, Pearson educations, 2008.

2. Raghurama Krishnan,  Database Management Systems, Johannes Gehrke, TMH, 3rd Edition, 2003
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(A57044) INFORMATION SECURITY 

Course Objectives: 

1. Analyze the importance of information Security in real world.

2. Compare and analyze different encryption Algorithms.

3. Summarize authentication functions using MAC and Hash.  

4. Analyze security importance of various web applications.

5. Categorize various types of intruders and viruses

Course Outcomes:

1. Analyze the importance of information Security in real world.

2. Designing and analysis of different encryption Algorithms.

3. Implementation of MAC and Hash functions, security at different layers 

of a network.

4. Explore different types of intruders and viruses.

Unit I:
Information Security: Introduction, History of Information security, What is Security, CNSS Security Model, Components of Information System, Balancing Information Security and Access, Approaches to Information Security Implementation, The Security Systems Development Life Cycle.

Unit II :

Cryptography: Concepts and Techniques, symmetric and asymmetric key cryptography, steganography, Symmetric key Ciphers: DES structure, DES Analysis, Security of DES, variants of DES, Block cipher modes of operation , AES structure, Analysis of AES , Key distribution Asymmetric key Ciphers: Principles of public key cryptosystems, RSA algorithm, Analysis of RSA, Diffie-Hellman Key exchange. 

Unit III:

Message Authentication and Hash Functions: Authentication requirements and functions, MAC and Hash Functions, MAC Algorithms: Secure Hash Algorithm, Whirlpool, HMAC, Digital signatures, X.509, Kerberos. 
Unit IV
Security at layers (Network, Transport, Application): IPSec, Secure Socket Layer(SSL), Transport Layer Security(TLS), Secure Electronic Transaction(SET), Pretty Good Privacy(PGP), S/MIME. 

Unit   V
Intruders, Virus and Firewalls: Intruders, Intrusion detection, password management, Virus and related threats, Countermeasures, Firewall design principles, Types of firewalls. 

Text Books:
1. Michael E. Whitman, Herbert J. Mattord,Principles of Information Security, CENGAGE Learning, 4th Edition.

2. William Stallings, Cryptography and Network Security, Pearson Education,4th Edition

Reference Books:
1.  C K Shyamala, N Harini, Dr T R Padmanabhan, Cryptography and Network Security : Wiley India, 1st Edition. 

2. Bernard Menezes, Network Security and Cryptography: CENGAGE Learning 

3. AtulKahate, Cryptography and Network Security: McGraw Hill, 2nd Edition
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(A57045) BIG DATA 

Course Objectives:

1. To understand the performance management this interprets the meaning of big data in company databases using pre-determined queries and multidimensional analysis. 

2. To understand the Data exploration i.e. makes heavy use of statistics to experiment and get answers to questions those managers might not have thought of previously.

3. To understand the social analytics measure the vast amount of non-transactional data that exists today.

4. To understand the decision science which involves experiments and big data analysis
Course Outcomes:

1. Know about sources of BigData and Analyzing Tools.

2. Map statistical methods to analyze huge data.

3. Know the other frameworks in Distributed File Systems.

4. Know to create cluster in Hadoop distributed file system.

5.    Apply Map Reduction in HDFS.
Unit I: 
INTRODUCTION TO BIG DATA  







Introduction  to  BigData ,Characteristics of Big Data, Traits  of  Big  data,Challenges  of  Conventional  Systems, Sources of Big Data, Evolution  Of  Analytic  Scalability, Analytic  Processes  and  Tools, Analysis  vs Reporting, Modern  Data  Analytic  Tools, Statistical  Concepts:  Sampling  Distributions -Re-Sampling -Statistical Inference -Prediction Error.

Unit II:
 BIG DATA IN ENTERPRISE







Problems with traditional large-scale systems, Big Data in enterprise, Comparison with other systems, Hadoop Frame work.

Unit III: 
INTRODUCTION TO HADOOP








History of Hadoop, Data Storage and Analysis,Hadoop -Setup hadoop -Pseudo   mode-Cluster   mode-IPv6-Installation   of   java,   hadoop-Configurations   of hadoop.

Unit IV: 
HDFS
 The   Hadoop   Distributed   File   System-HDFS  Design  and  Architecture-HDFS  Concepts-Interacting HDFS   using   command   line-Interacting   HDFS   using   Java APIs-Dataflow-Blocks-Replica-Hadoop Processes-Name node-Secondary name node-Job tracker-Task tracker-Data node.
Unit V: 
MAP REDUCE 









How  MapReduce  Works-Anatomy  of  a  Hadoop  Cluster-Hadoop Ecosystem Components-Developing Map Reduce Application-Phases in Map Reduce Framework-Map Reduce Input and Output    Formats-Introduction  to  Writing  a  MapReduce  Program-The  MapReduce  Flow-Examining  a  Sample MapReduce   Program-Basic   MapReduce   API   Concepts-The   Driver   Code-The   Mapper-The Reducer.

Introduction to Languages and Databases

HadoopProgramming languages: Pig, Hive

NOSQL Databases: Cassandra, Mongo, Cloudera, CouchDB, HBase
Text Books:

1. Bill Franks, “Taming the Big data tidal wave”,SAS , Wiley, 2012.

2.  Tom White “ Hadoop: The Definitive Guide” Third Edition, O’reilly Media, 2012.  

Reference Books:

1. Michael Minelli, Michele Chambers, AmbigaDhiraj,JimStogdill, “BigDataBigAnalytics : Emerging Business Intelligence and Analytic Trends for Today's Businesses”, 1st Edition,Wiley Publications,2013 

2. Chris Eaton, Dirk DeRoos, Tom Deutsch, George Lapis, Paul Zikopoulos, “Understanding Big Data: Analytics for Enterprise Class Hadoop and Streaming Data”, McGrawHill Publishing, 2012 

3. PeteWarden, “Big Data Glossary”, O’Reilly, 2011. 
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(A57046) MANAGERIAL ECONOMICS AND FINANCIAL ANALYSIS
Course Objective: To explain the basic principles of Managerial Economics, Accounting and Current Business Environment underlying business decision making.

Unit  I:

Introduction to Managerial Economics:Definition, Nature and scope of Managerial Economics – Demand Analysis: Demand Determinants, Law of Demand and its exceptions.

Elasticity of Demand: Definition, Types, Measurement and Significance of Elasticity of Demand. Demand Forecasting, methods of Demand Forecasting (Survey Methods, Statistical Methods, Expert Opinion Method, Test Marketing, Controlled Experiments, Judgmental Approach to Demand Forecasting)

Unit  II:
Theory of Production and Cost Analysis: Production Function – Isoquants and Isocosts, MRTS, Least Cost Combination of Inputs, Laws of Returns, Internal and External Economics of Scale.

Cost Analysis: Cost concepts, Opportunity Cost, Out of Pocket Costs vs. Imputed Costs. Break – Even Analysis (BEA) – Determination of Break – Even Point (simple problems) – Managerial Significance and limitations of BEA.
Unit  III:
Introduction to Markets & Pricing Policies:
Market structures: Types of Competition, Features of Perfect Competition, Monopoly and Monopolistic Competition, Price – Output determination in case of Perfect Competition 

Objectives and Policies of Pricing – Methods of Pricing: Cost Plus Pricing, Marginal Cost Pricing, Sealed Bid Pricing, Going Rate Pricing, Limit Pricing, Market Skimming Pricing, Penetration Pricing, Two – Part Pricing, Block Pricing, Peak Load Pricing, Cross Subsidization.  

Unit  IV:
Capital and Capital Budgeting: Capital and its significance, Types of Capital, Estimation of Fixed and Working Capital requirements, 

Nature and scope of Capital Budgeting, features of Capital Budgeting proposals, Methods of Capital Budgeting: Payback Method, Accounting Rate of Return (ARR) and Net Present Value Method, Profitability Index, Internal Rate of Return ( simple problems)

Unit  V:
Introduction to Financial Accounting: Double – Entry Book Keeping, Journal, Ledger, and Trial Balance – Final Accounts (Trading Account, Profit and Loss Account and Balance Sheet with simple adjustments).

Financial Analysis through ratios: Computation, Analysis and Interpretation of Liquidity Ratios (Current Ratio and Quick Ratio), Activity Ratios ( Inventory Turnover Ratio and Debtor Turnover Ratio), Capital Structure Ratios ( Debt – Equity, Interest Coverage Ratio), and Profitability Ratios (Gross Profit Ratio, Net Profit Ratio, Operating Profit Ratio, P/E Ratio and EPS).

Text Books:
1. Aryasri, Managerial Economics and Financial Analysis, TMH, 2009.

2. Varshney&Maheshwari, Managerial Economics, Sultan Chand, 2009.

ReferenceS:

1. Raghunatha Reddy &Narasimhachary, Managerial Economics & Financial Analysis, Scitech, 2009.

2. V. Rajasekarn& R. Lalitha, Financial Accounting, Pearson Education, New Delhi, 2010.

3. Suma Damodaran, Managerial Economics, Oxford University Press, 2009.

4. Domnick Salvatore, Managerial Economics in a Global Economy, 4th Edition, Cengage, 2009.

5. Subhash Sharma & M. P. Vittal, Financial Accounting for Management, Text & Cases, Machmillan, 2008.

6. S. N. Maheshwari& S. K. Maheshwari, Financial Accounting, Vikas 2008.

7. Truet and Truet, Managerial Economics; Analysis, Problems and Cases, Wiley, 2009.

8. Dwivedi, Managerial Economics, Vikas 2009.

9. M. Kasi Reddy and S.Saraswathi, Managerial Economics and Financial Accounting, PHI, 2007.

10. Erich A. Helfert, Techniques of Financial Analysis, Jalco, 2007.

Codes / Tables: Present Value Tables need to be permitted into the Examination Hall.
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(A57047) IMAGE PROCESSING 

(ELECTIVE-II)
Course Objectives:

1. Analyze general terminology of digital image processing. 

2. Develop Fourier transform for image processing in frequency domain. 

3. Evaluate the methodologies for image segmentation, restoration, topology, etc. 

4. Implement image process and analysis algorithms. 

5. Apply image processing algorithms in practical applications. 

Course Outcomes:

1. To acquire the fundamental concepts of a digital image processing system. 

2. To identify and exploit analogies between the mathematical tools used for 1D and 2D signal analysis and processing.

3. To analyze 2D signals in the frequency domain through the Fourier transform.

4. To design and implement algorithms for digital image processing operations such as histogram equalization, enhancement, restoration, filtering, and de-noising. 

5. To acquire an appreciation for the image processing issues and techniques and be able to apply these techniques to real world problems.
Unit I:
Introduction: What Is Digital Image Processing? -The Origins of Digital Image Processing -Examples of Fields that Use Digital Image– Fundamental Steps of digital image processing– Components of an Image Processing System- Elements of Visual perception –Image sensing and acquisition – Sampling and quantization (Pages 1-42and 46-67, R1). 

Unit II:

Image Transforms:Fourier transforms –1D and 2D. Cosine, Sine, Haar, Slant, KL, HadmardTransforms .

Unit III:

Image Enhancement– Background, some basic intensity transformation functions, Histogram processing.

Image Restoration – Introduction, image observation models, inverse and wiener filtering, FIR wiener filtering, filtering using image transforms least square filters 

Unit IV:

Color Image Processing: Color fundamentals, color models pseudo – Color image processing – intensity slicing gray level to color transformation 

Image compression – Fundamentals, some basic compression methods – Huffman coding Golomb coding, LZW and Digital Watermarking.

Unit V:

Image Segmentation – Fundamentals, point, line, and edge detection, thresholding and region base segmentation. 

Text Book: 

1). Gonzalez R.C., Woods R. E., Digital Image Processing, 3rd Edition, 2008, Pearson, Prentice – Hall of India Pvt. Ltd., New Delhi.

Reference Book: 

1). Anil K. Jain , Fundamentals of Digital Image Processing, Prentice – Hall of India Pvt. Ltd., New Delhi.
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(A57048) INFORMATION RETRIEVAL SYSTEMS
 (ELECTIVE-II) 

Course Objectives:

1. This course studies  the basic principles and practical algorithms used for information retrieval and text mining

2. To understand the functions of  Information retrieval

3. To provide exploration of information retrieval systems’ evaluation tools

4. To provide hands-on experience in evaluating search engines  to solve computational search problems.

5. To understand the complexity of Information Retrieval Systems.

Course Outcomes:

1. Acquire the knowledge of information retrieval system and its capabilities

2. Comprehend the knowledge of indexing and Data structure that can used for storing the data

3. Know the concept of indexing and clustering of the information

4. Understand the searching techniques and visualization

5. Have a handle on algorithms for text searching and multimedia retrieval 

Unit I:
Introduction to Information Retrieval Systems: Definition, Objectives, functional overview, Relation to Database Management system.

IRS capabilities: Search capabilities, Browse Capabilities, Miscellaneous Capabilities

Unit II:
Cataloging and Indexing: History of objectives of Indexing, indexing process, automatic indexing 

Data Structure: Introduction to Data structure, Stemming Algorithms, Invert file system, N-Gram Data structure, PAT data structure, Hypertext and XML data structure

Unit- III:
Automatic Indexing: Classes of Automatic indexing, Statistical indexing, Natural language, concept Indexing, Hypertext Linkage. 

Document and Term Clustering: Introduction to clustering, Thesaurus Generation, Manual clustering, Automatic term clustering
Unit IV:
User Search Techniques: Searching statement and binding, Similarity Measurement and Ranking, Relevance Feedback, Selective dissemination of information search, weighted searches of Boolean system.

Information Visualization: introduction to information visualization, Cognition and perception

Unit V:
Text Search Algorithms:

Introduction to Text search techniques, Software text search algorithms, hardware text search system

Multimedia information retrieval: Spoken language audio retrieval, Non- speech audio retrieval, Graph Retrieval, Imagery retrieval, video retrieval

Text Book: 

1. Gerald J.Kowalski, Mark T. Maybury,Information storage and retrieval systems, theory and implementation, 2nd Edition, Springer publications.

Reference Books:

1. Christopher D. Manning and Prabhakar, Raghavan,Introduction to information Retrieval, Cambridge University Press, 2008.

2. Ricardo baeza-Yates,Modern information retrieval, Pearson Education, 2007.

3. Robert Korthage,Information storage and Retrieval, John wiley& sons.

ANURAG GROUP OF INSTITUTIONS
 (AUTONOMOUS)

IV Year B.Tech. CSE - I Sem






L       T / P / D     C    










     3
       1          3                    
(A57049) CYBER FORENSICS

 (ELECTIVE-II) 

Course Objectives:

1. Create a document review, retention, and destruction policy.

2. Write an acceptable use policy and employer privacy statement. 

3. List and describe the generally accepted computer forensic procedures.

4. Explain and list the various legislation and regulations that impact technology. 

5. Analyze forensic analysis reports. 

Course Outcomes:

1. Perform a forensic investigation by following guidelines to secure the crime or corporate scene. 

2. Learn what legal issues are involved and what rights the person of interest has. 

3. Perform digitally and court approved images of evidence to be used in a court of law.

4. Learn how to document and store evidence. 

5. Learn how to analyze evidence using commercial forensic software and also how to create a report of the said evidence. 

Unit I: 
Computer Forensics and Investigations: What iscomputer Forensics? Use of computer forensics in Law Enforcement, Computer Forensics Assistance to Human Resources/Employment Proceeding,Computer Forensics services,Benefits of Professional Forensics Methodology, Steps taken by Computer Forensics Specialists.

Types of Computer Forensics Technology:Types of Military Computer Forensic Technology,Types of law Enforcement-Computer forensic Technology – Types of Business computer Forensic Technology. Computer Forensics Evidence and capture: Data Recovery Defined Data Backup and Recovery – The Role of  Back-up in Data Recovery – The Data – Recovery Solution
Unit II: 
Evidence Collection and Data Seizure: Why Collection Evidence? Collection Options  - Obstacles  - Types of Evidence – The Rules of Evidence – General Procedure – Collection and Archiving –Methods of Collection – Artifacts – Collection Steps – Controlling Communication: The Chain of Custody duplication and Preservation of Digit Evidence:PreservingtheDigital Crime Scene – Computer Evidence Processing Steps – Legal Aspects of Collection and Preserving computer Forensics Evidence.Computer Image Verification and Authentication: Special Needs of Evidential Authentication – Practical Conserdation – Practical Implementation

Unit  III: 
Computer Forensics analysis and validation:Determining what data to collect and analyze,validating forensic data,addressing data-hiding techniques, performing remote acquisitions Network Forensics: Network Forensics:Network forensics overview,performing live acquisitions,developing standard procedures for network forensics using network tools,examining the honeynet  project




Unit IV:
 Processing Crime and Incident Scenes: Identifying Digital Evidence, Collecting the Evidence in Private-Sector Incident Scenes, Processing law Enforcement Crime Scenes, Preparing for a Search, Securing a Computer Incident or Crime Scene, Sizing Digital evidence at the Scene, Storing Digital evidence, obtaining a Digital Hash.


Current Computer Forensics Tools: Evaluating Computer Forensics Toll Needs, Computer Forensics Software Tools, Computer Forensics Hardware Tools, Validating and Testing Forensics Software


Unit V: 
E-mail Investigations Cell Phone and Mobile Device Forensics:  Exploring the Role of E-mail in Investigations, Exploring the Role of Client and Server in E-mail, Investigating E-mail Crimes and Violations, Understanding E-mail Servers, Using Specialized E-mail Forensics Tools, Understanding Mobile Device Forensics, Understanding Acquisition Procedure for Cell Phones and Mobile Devoices

Text Books:

1. John R.Vacca, Computer Forensics,Computer Crime Investigation,firewallMedia,New Delhi

2. Nelson, Phillips Enfinger,Steuart, Computer Forensics and Investigations, Cengage Learning.

Reference Books: 

1. Keith J. Jones, Richard Bejthich, Curtis W Rose ,Real Digital Forensics,  Addition- Wesley Pearson Education.

2. Tony SammesandBairnJenkinson,Forensic Compiling A Practitioner’s Guide, , Springer International edition.

3. Christopher L.T.Brown,Computer Evidence Collection & Presentation,  Firewall Media.

4. Jesus Mena ,Homeland Security, Techniques & Technologies, Firewall Media.  
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(A57050) ADHOC SENSOR NETWORKS

(ELECTIVE-III)
Course Objectives:

1. To understand the concepts of Ad hoc sensor networks

2. To understand the MAC and transport protocols for ad hoc networks

3. To understand the security protocols in Adhoc sensor networks

4. To understand the applications of ad hoc and sensor networks
Course Outcome:
 1.       Apply the concepts of Ad hoc sensor networks.

 2.      Analyse various MAC protocols for ad hoc sensor networks.

 3.       Create new architecture of Wireless sensor networks.

 4.        Design security protocols for Ad hoc sensor networks.
Unit   I:
Introduction to Ad Hoc Networks: Cellular and Ad hoc wireless networks----Characteristics of MANETs, Applications of MANETs and challenges -– Topology based Routing :Proactive :DSDV ,WRP, Reactive :AODV ,DSR and Hybrid Routing protocols :CEDAR ,ZRP .Position based :LAR

Unit   II: 

MAC Protocols: Issues
of
MAC layer-Contention based protocols-MACAW ,BTMA ,MACA ,Contention based with
reservation-D-PRMA,HRMA-Multicast Routing ,Tree-Based Multicast Routing :MCEDAR,MZRP,BEMRP, MAODV .,Mesh based Multicast Routing :ODMRP,DCMP.
Unit   III:
Basics of Wireless, Sensors and Applications: Applications, issues, Classification of sensor networks, Architecture of sensor network

Data Retrieval in Sensor Networks: Data Dissemination: RumorRouting, SAR, Direct

Diffusion, Cost-Field
Approach, SPIN, and SMECN),
Data Gathering: Direct Transmission, PEGASIS, Chain-Based

Unit   IV:
Sensor Networks Security: Security in Ad Hoc networks, Security Attacks :Network Layer Attacks ,Transport Layer Attack ,Application Layer Attacks, Key management :Key management in ASN Secure routing in ASN:SAR ,Security Aware AODV,ARAN

TCP over Ad Hoc: TCP protocol overview, TCP and MANETs, Solutions for TCP over 

Adhoc, F-TCP,ELFN-TCP,TCP-Bus, split TCP, Ad hoc TCP

Unit   V:
Sensor Network Platforms and Tools: Sensor Network Hardware, Berkeley motes, Sensor Network Programming Challenges, Node-Level Software Platforms 
Operating System:TinyOS - Imperative Language:nesC, Dataflow style language: TinyGALS, Node-Level Simulators, ns-2 , TOSSIM

Text Books:

1. C.Siva Ram Murthy ,B.S. Manoj, Adhoc Wireless Networks :Architectures and protocols, PEARSON

2. FengZhao,LeonidaJ.Guibas , Wireless Sensor Networks, An Information processing Approach, 

Reference Books:

1. Carlos demoraiscordeiro, Dharma PrakashAgrawal,Adhoc Sensor Networks-Theory and Applications(2nd edition),.

2. Subir Kumar Sarkar, Wireless Ad hoc Mobile Wireless Networks – Principles, Protocols and Applications , Auerbach Publications, Taylor & Francis Group, 2008
3. JagannathanSarangapani , Wireless Ad hoc and Sensor Networks – Protocols, Performance and Control CRC Press, Taylor & Francis Group, 2010.
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(A57051) SOFTWARE TESTING

(ELECTIVE –III)

Course Objectives:

1. Understand fundamentals of Software testing.

2. To understand   Path, Transaction, Dataflow & Domain testing Strategies.

3. To analyze node reduction algorithm.

4. To explore the logic & state testing strategies.

5. Acquire knowledge on various automated testing tools
Course Outcomes:

1. Prioritize & categorize the bugs and take necessary measures.

2. Apply Path, Transaction, and Dataflow& Domain testing Strategies.

3. Identify Number of test cases by applying node reduction algorithm.

4. Apply logic & state testing strategies.

5. Understand various automated testing tools.

Unit  I  :
Introduction: Purpose of testing, Dichotomies, model for testing, consequences of bugs, taxonomy of bugs

Flow graphs and Path testing: Basics concepts of path testing, predicates, path predicates and achievable paths, path sensitizing, path instrumentation, application of path testing.

Unit  II:
Transaction Flow Testing: Transaction flows, transaction flow testing techniques.

Dataflow testing:-Basics of dataflow testing, strategies in dataflow testing, application of dataflow testing.
Unit  III:
Domain Testing:-domains and paths, Nice & ugly domains, domain testing, domains and interfaces testing.

Paths, Path products and Regular expressions: Path products & path expression, reduction procedure, applications, regular expressions & flow anomaly detection.

Unit  IV:
Logic Based Testing: Overview, decision tables, path expressions, kv charts, specifications.

State, State Graphs and Transition testing: State graphs, good & bad state graphs, state testing.
Unit  V:
Matrices and Application: Motivational overview, matrix of graph, relations, power of a matrix, node reduction algorithm. Study of different automated testing tools.
Text Books:

1. Boris Beizer ,Dreamtech, Software Testing techniques , Second edition.

2. Dr.K.V.K.K.Prasad,   Software Testing Tools, Dreamtech First edition

Reference Books: 

1. GlenfordMyers , The art of Software testing,   2nd edition, 2004.

2. Brain Marrick, The craft of software testing, 1st edition, Pearson Education.

3. N.Chauhan,Software Testing-, 1stedition., Oxford University Press.
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(A57052) SOFTWARE DEVELOPMENT FOR PORTABLE DEVICES 

(ELECTIVE-III)

Course Objectives:

1. Explore both theoretical and practical issues of mobile computing.

2. Understand the main components of an Android application and its entire life Cycle.

3. Use external resources, manifesting adapters and intents. 

4. Understand Android persistent storage and techniques: databases, and Content Providers.

Course Outcomes:
1. Analyze the architecture and technical challenges of mobile devices and cellular wireless  communications

2. Analyze architecture of android and current trends in mobile operating systems. 

3. Apply suitable software tools and APIs for the development User Interface of a particular mobile application. 

4. Develop and design apps for mobile devices using SQLiteDatabase. 

5. Apply the location based service and telephony in android applications

Unit   I
Introduction to MobileComputing, novel applications, limitations, and architecture. GSM: Mobile services, System architecture, Radio interface, Protocols, Localization and calling, Handover, Security, and New data services.

Unit   II 

Introduction to Android, Features of Android, The development framework: Understanding the Android Software Stack, Android Application Architecture; the Dalvik Virtual Machine, Creating First Android Application, Types of Android Applications, Android Development Tools: The Android Virtual Device Manager, Android Emulator, The Dalvik Debug Monitor Service.

Unit  III
Creating applications and Activities: Introduction to the application Manifest File, Using the Manifest Editor, Externalizing Resources: Creating Resources - Simple Values, Drawables, Layouts, Menus, Animations.  The Android Activity Life cycle;

Building User Interfaces: Fundamental Android UI design, Introducing Layouts: Defining Layouts, Using Layouts to Create Device Independent User Interfaces, Optimizing Layouts.

Unit   IV
Databases and Content Providers: Introduction to Android Databases, Introducing SQLite, Content Values and Cursors, working with SQLite Databases - Introducing the SQLiteOpenHelper, Querying a Database, Extracting Values from a Cursor, Adding, Updating, and Removing Rows, Creating Content Providers, Using Content Providers - Introducing the Content Resolver, Querying Content Providers, Adding, Deleting, and Updating Content

Unit  V

Maps and Location based services: Using the location based services, Selecting a Location Provider, Selecting a Location provider, Finding current location; Creating Map-Based Activities: Introducing Map View and Map Activity, Creating a Map-Based Activity, Maps and Fragments
Telephony and SMS: Using telephony - Initiating Phone Calls, Accessing Telephony Properties and Phone State, Monitoring Changes in Phone State Using the Phone State Listener, Introducing SMS and MMS - Using SMS and MMS in Your Application, Sending SMS and MMS from Your Application Using Intents, Sending SMS Messages Using the SMS Manager
Text Books:

1. JochenH.Schiller,Mobile Communications, , Second edition, Pearson Publication 2004.
      2.Reto Meier , Professional Android 4 Application Development, 1st Edition,Wrox Press,   Wiley Publishing, 2014

Reference Books:

1. PradeepKothari,Android Application Development (with Kitkat Support), Black Book, ,2014,Dreamtech Press publisher,Kogent Learning Inc., 2014
2. Erik Hellman,Android Programming: Pushing the Limits, , 1st Edition, Wiley Publications, 2014.

3. Mike Wolfson,Android Developer Tools Essentials, , O’Reilly Edition, 1st Edition, 2013.
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(A57213) INFORMATION SECURITY LAB

Course Objectives:

1. Understand the Security Scanner through NMAP

2. Explain the packet analyser.

3. Understand different encryption algorithms.

4. Implement simple encryption algorithms using C

5. Understands brute force attack

Course outcomes:

1. Implements port scanning.

2. Performs security scanning and network exploration

3. Analysis of packet protocols,IP spoofing.

4. Implements various encryption algorithms.

5. Illustrates PGP and digital signature.

Software Requirements:NMAP, WIRESHARK,JCRYPT TOOL.
Week 1

1. Installation of  NMAP.

Week2 

2. Implement port scanning with NMAP

Week 3

3. Perform the following using NMAP

     .Find ports on a system

     .Find active  machines

.Find the version of remote OS.

Week 4

4. Installation of Wireshark.

Week 5

5. Perform an experiment to sniff for router traffic by using   Wireshark.

Week 6,7

6. Implement Simple Data Encryption Standard (SDES) Algorithm through C program

Week 8,9

7. ImplementDiffie–Hellman key exchange  algorithm  through C program.

Week 10

8. Installation of Jcrypt tool

Week 11

9. Implement DES algorithm using Jcrypt tool

Week 12

10. Implement   RSA  algorithm using Jcrypt tool

Week 13

11. Implement  HASH  algorithm using Jcrypt tool

Week 14

12. Implement SHA1 algorithm using Jcrpty tool

Week 15

13. Implement brute force algorithm in C .
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(A58038) MULTIMEDIA COMPUTING

Course Objectives: 

1. To understand properties of multimedia & characteristics of data streams. 

2. To understand basic concepts of sound and audio.

3. To know representation of digital image and its applications.

4. To outline various video formats in multimedia applications. 

5. To list out various data compression techniques.

Course Outcomes:

1.   Analyze various data streams in multimedia.

       2.  Analyze speech recognition in sound/ audio.

       3. Edit graphic files using graphics software to improve the images and analysis of image.
      4. Develop visual effects & rendering effects by using animation.
      5. Apply data compression techniques & tools in real time applications

Unit  I:
Introduction - Branch-over lapping Aspects of  multimedia , Global structure of multimedia, data streams:medium, main properties ofmultimedia system, multimedia, traditional data streams characteristics, data streams characteristics for continuous media 
Unit II:
Sounds /Audio:  Basic sound concepts: computer representation of sounds, audio Formats, music: MIDI basic concepts, MIDI  devices, MIDI messages, MIDI and SMPTE timing standards , MIDI software, speech:  speech generation, speech analysis, speech transmission.

Unit  III:
Image and graphics:  basic concepts, digital image representation, image format, graphic format, computer image processing, image synthesis, image analysis, image transmission.
Unit  IV:
Video and animation:  Video signal representation, computer video format,  television : conventional system, enhanced definition system, high –definition system, transmission 

Computer –based animation: Basic concepts, animation languages, method of controlling animation, display of animation, transmission of animation .

Unit  V:
Data compression: storage space, coding requirements, source ,entropy  and hymode coding, compression techniques: JPEG,H.261(PX64),MPEG,DVI 

Text Book:
1.   Multimedia: computing, communication and Applications, Ralf steinmetz and klaranahrstedt.

Reference Books

1. Z.N. Li and M.S. Drew, Fundamentals of Multimedia. Prentice Hall, 2003.

2. K. Jeffay and H. Zhang, Readings in Multimedia Computing and Networking. Morgan Kaufmann, 2002.
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(A58039) ENTREPRENEURSHIP
(ELECTIVE – IV)
Course Outcomes:

1. Have the knowledge on various concepts of business management and approaches.

2. Understand and analyze the interconnections between the development of key functional areas of business organization and the management thought process.

3. Acquire team management skills and to become a competent leader, who possesses complex and integrated real world skills.

4. Be ethically conscious and socially responsible managers, capable of contributing to the development of the nation and quality of life.

Unit-I:
Understanding Entrepreneurial Mindset- The revolution impact of entrepreneurship- The evolution of entrepreneurship- Approaches to entrepreneurship- Process approach- Twenty first centaury trends in entrepreneurship.

Case1: Ready, Aim, Fire Fire (B. Janakiram, M.Rizwana, page 212), Case2: Henry Ford, (B. Janakiram, M. Rizwana, page 214)

Case 3: From candle seller to CEO (Arya Kumar P.No. 48)
Unit-II:
The individual entrepreneurial mind-set and Personality- The entrepreneurial journey- Stress and the entrepreneur- the entrepreneurial ego- Entrepreneurial motivations.Corporate Entrepreneurial Mindset-the nature of corporate entrepreneur- conceptualization of corporate entrepreneurship Strategy-sustaining corporate entrepreneurship.

Case : Globalizing Local Talent, (B. Janakiram, M. Rizwana, page 228).
Unit-III:
Launching Entrepreneurial Ventures-Opportunities identification- entrepreneurial Imagination and Creativity- the nature of the creativity process-Innovation and entrepreneurship. Methods to initiate Ventures- Creating new ventures-Acquiring an Established entrepreneurial venture- Franchising-hybrid-disadvantage of Franchising.

Case 1: Water, Water everywhere: but not a drop to drink, (Richard Blundel , Page 48).

Case 2: Critical Incident, Mark Robinson: Strategy Mapping Business (Richard Blundel, Page 48).

Case 3: Pets.com (Arya Kumar P.No. 88)

Case 4: creativity in start-ups (Arya Kumar P.No. 166)

Case 5: Opportunity – Earthmoving Industry (Arya Kumar P.No. 211)
Unit-IV:
Legal challenges of Entrepreneurship-Intellectual property protection-Patents, Copyrights-Trademarks and Trade secrets-Avoiding trademark pitfalls. Formulation of the entrepreneurial Plan- The challenges of new venture start-ups, Poor financial Understanding-Critical factors for new venture development-The Evaluation process-Feasibility criteria approach.

Case 1:Victoria, Tomlinson; Network. (Richard Blundel, Page 99).

Case 2: Tim Lockett, Knowing your Customers & Suppliers (Richard Blundel Page128).

Case 3: Google (Arya Kumar P.No. 248)

Case 4: Tata Motors – Nano (Arya Kumar P.No. 279)

Unit-V:Strategic perspectives in entrepreneurship- Strategic planning-Strategic actions- strategic positioning-Business stabilization- Building the adaptive firms-Understanding the growth stage-Unique managerial concern of growing ventures.

Case 1:
To Lease or Not: A Cash flow Question (David H.Holt, Page 452).

Case 2:-
Public Sector - address seed capital (David H.Holt, Page 453).

TextBooks

1. D F Kuratko and T V Rao “Entrepreneurship- A South-Asian Perspective “Cengage Learning, 2012. (For PPT, Case Solutions Faculty may visit :
login.cengage.com) Cases:
1. Arya Kumar “Entrepreneurship- creating and leading an entrepreneurial organization”
Pearson 2012. 
2. Richard Blundel” Exploring Entrepreneurship Practices and Perspectives, Oxford, 2011. 

3. David H Holt” Entrepreneurship:New Venture Creation” PHI,2013. 

Journal: 
1. The Journal of Entrepreneurship, Entrepreneurship Development Institute of India,Ahmedabad,

2. Journal of Human Values: IIM Calcutta.

Reference Books:
1. Vasant Desai “Small Scale industries and entrepreneurship” Himalaya publishing 2012. 

2. Rajeev Roy “Entrepreneurship” 2e, Oxford, 2012. 

3. B.Janakiram and M.Rizwana” Entrepreneurship Development: Text & Cases, Excel Books,2011. 

4. Stuart Read, Effectual Entrepreneurship, Routledge, 2013. 

5. Robert Hisrich et al “Entrepreneurship” 6th e, TMH, 2012. 

6. Nandan H, Fundamentals of Entrepreneurship, PHI, 2013 

7. Shejwalkar, Entrepreneurship Development, Everest, 2011 

8. Khanka, Entrepreneurship Development, S.Chand, 2012 
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(A58040) MULTIMEDIA AND RICH INTERNET APPLICATIONS DEVELOPMENT

(ELECTIVE IV)
Course Objectives:  

1. Provides students with the basic concepts and techniques of interactive authoring. 

2. Introduces students with the advanced scripting skills necessary for implementing highly interactive, rich internet applications using multimedia technologies and authoring tools. 

3. Students will develop aesthetic value and competencies in multimedia authoring. 

4. Students to master industry-wide software and technologies to create highly interactive, rich internet applications.

Course Outcomes:

1. Evaluate the usage of multimedia technology in various rich internet applications.

2. Apply tools and techniques for the design and development of various multimedia objects.

3. Apply multimedia authoring tools and technologies to design and integrate various multimedia objects into rich internet applications

4. Integrate user interface and web design principles in their application development.

Unit I:
Introduction to Multimedia: Internet and Multimedia communications, Multimedia Networks, Multimedia Applications, Multimedia Information representation-Digitization Principles, Text, Images, Audio and Video, Compression Methods-Basic Coding Methods-Run Length coding, Huffman coding, Arithmetic coding.
Unit II:
Multimedia Applications in Networks: Introduction, Application Level Framing, Audio/Video Conferencing-SessionDirectories, Audio/Video Conferencing, Adaptive Applications, Receiver Heterogeneities, Real Time Application with Resource Reservation, Video Server, Applications requiring reliable multicast-White Board, Network Text Editor for Shared Text Editing, Multi Talk, Multicast file transfer.

Unit III:
Web 2.0: What is Web 2.0, Search, Content Networks, User Generated Content, Blogging, Social Networking, Social Media,Tagging, Social Marking, Rich Internet Applications, Web Services, Mashups, Location Based Services, XML, RSS, ATOM, JSON, and VoIP, Web 2.0 Monetization and Business Models, Future of the Web.

Unit IV:
Rich Internet Applications (RIAs) with Adobe Flash and Flex: Adobe Flash-Introduction, Flash Movie Development, Learning Flash with Hands-on Examples, Publish your Flash Movie, Creating Special Effects with Flash, Creating a website splash screen, action script, Web Sources. Adobe Flex 2-Introduction, Flex Platform Overview, Creating a Simple User Interface, Accessing XML data from your Application.

Unit V:
Ajax-enabled Rich Internet Application: Introduction, Traditional Web Applications vs Ajax Applications, Rich InternetApplication with Ajax, History of Ajax, Raw Ajax example using xmlhttprequest object, Using XML, Creating a full scale Ajax Enabled application, Dojo Toolkit.

Text Books:
1. Franklin F Kuo, JJoaquin Garcia, Wolf gang Effelsberg, Multimedia Communications: Protocols and Applications, , Prentice Hall Publications. 

2. Fred Halsall,,Multimedia Communications: Applications, Networks, Protocols and Standards, Addison Wesley Publications. 

Reference Books:

1. Rich Tretola, Simon barber and Renaun Erickson, Wrox, Professional Adobe Flex Wiley India. 

2. Nalin K Sharda ,Multimedia Information Networking, ,PHI Learning. 

3. Ralf Steinmetz and KlaraNahrstedt ,Multimedia Computing, Communications & Applications, Pearson Education.
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(A58041) SOFT COMPUTING

(ELECTIVE IV)
Course Objectives:

1. To learn the key aspects of Soft computing 

2. To know about the components and building block hypothesis of Genetic algorithm.

3. To understand the features of neural network and its applications 

4. To study the fuzzy logic components

5. To gain insight onto Neuro Fuzzy modeling and control.

Course Outcomes: 

1. Acquire the knowledge soft computing and correlation with other computing techniques.

2. Comprehend the knowledge of artificial neural networks and its generations.

3. Know the concept of genetic algorithms and its applications.

4. Understand the Fuzzy logic structure and operations.

5. Have a handle on Neuro-fuzzy concepts.

Unit I :

Introduction To Soft Computing And Neural Networks : Soft Computing Introduction , Hard computing Vs Soft computing, Artificial intelligence , Developments of ANNs, Neural computing Vs Conventional Computing, SWARM Intelligent system: Strengths and Weakness, Application.

Unit II :

Artificial Neural Networks: First Generation: Introduction to neural networks, Classification of ANN: Architecture, learning/ Training, Training and Testing Modes, Active/ Transfer function, First-generation neural networks: McCulloch and Pitts Neuron model, Perceptron network.

Second Generation: Back propagation neural networks, Kohonen neural networks, Hopfield neural networks.

Unit III:

Genetic Algorithms: Introduction, Procedures of GAs:  Genetic representations, Selection, operators, Mutation, Natural inheritance operators.  Working of GAs: Binary or Discrete, Real or Continuous, Genetic algorithms applications: TSP, EPDP, Optimization of weights in ANNs, Applicability of Genetic algorithms: Parallel GA, Convergence proof of GA, evolutionary programming, Working of evolutionary programming.

Unit IV :

Fuzzy Logic : Introduction to fuzzy logic, Human learning ability, imprecision and uncertainty, Undesirability, Probability theory Vs Possibility Theory, Classical sets and Fuzzy Sets , Fuzzy set Operations, Fuzzy Relations – Fuzzy composition, Structure of Fuzzy inference systems : Fuzzification, Fuzzy propositions, Connectives, Implication relations, Inference procedures and algorithms, De-fuzzification, Assessment of De-fuzzification methods, Fuzzy Controllers: Antecedent/consequent variables, IF/THEN rules and inference, Fuzzy decision making, 

Unit V :

Neuro-Fuzzy Modeling: Adaptive Neuro-Fuzzy Inference Systems – Coactive Neuro-Fuzzy Modeling – Classification and Regression Trees – Data Clustering Algorithms – Rule base Structure Identification –Neuro-Fuzzy Control.(Text 2)

Text Books:

1. N.P. Padhy, S.P.Simon, Soft Computing,OXFORD University press.

2. S.N.Sivanandam,Introduction to Genetic Algorithms,S.N.Deepa, Wiley, 2007.

Reference Books:

1. Mitchell Melanie,An Introduction to Genetic Algorithm, Prentice Hall, 1998.

2. James A. Freeman and David M. Skapura,Neural Networks Algorithms, Applications, and Programming Techniques, Pearson Edition, 2003.

3. S. N. Sivanandam, S. Sumathi and S. N. Deepa, Introduction to Fuzzy Logic using MATLAB,Springer, 2007.
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(A58042) INTERNET OF THINGS

(ELECTIVE V)
Course Objectives:  

1. To understand the basics of Internet of Things

2. To get an idea of some of the application areas where Internet of Things can be applied

3. To understand the middleware for Internet of Things

4. To understand the concepts of Web of Things

5. To understand the concepts of Cloud of Things with emphasis on Mobile cloud computing

Course Outcomes: 

1. Identify and design the new models for market strategic interaction

2. Design business intelligence and information security for WoB

3. Analyze various protocols for IoT

4. Design a middleware for IoT

5. Analyze and design different models for network dynamics 

Unit  I :

Introduction to Internet of Things (IoT) - Definition and characteristics of IoT, Physical Design of IoT, Logical Design of IoT, IoT Enabling Technologies, IoT Levels and Deployment Templates. 

Unit  II
:











Domain Specific IoTs Introduction, Home Automation, cities, Environment, Energy, Retail, Logistics, Agriculture, Industry, Health and Lifestyle.

IoT and M2M Introduction to M2M, Difference between IoT and M2M, SDN and NFV to IoT. Basics of IoT System Management with NETCOZF, YANG NETCONF, YANG, SNMP NETOPEER

Unit  III :

Developing Internet of Things: IoT Platform Design Methodology, Introduction, IoT Design Methodology, Case Study on the IoT System for Whether Monitoring, Motivation for using Python.

Unit  IV :











IoT Systems –Logical Design using Python, Introduction, Installing Python, Python Data Types and Data Structures, Control Flow and Functions, Modules , Packages, File Handling, Date/Time Operations, Classes, Python packages of Internet of Things,JSON,XML,HTTP,Lib and URL lib, SMTP lib.

Unit  V :

IoT Physical Device and Endpoints, What is an IoT Device, Exemplary Device: Raspberry Pi  About Raspberry Board, Linux on RaspberryPi,Raspberry Pi Interfaces, Serial, SPI, I2C. Programming Raspberry Pi  with Python, Other IoT Devices.










Text Book: 

1. ArshdeepBahga and Vijay Madisetti,Internet of Things A Hands -on approach,Universities Press, 2015.

Reference Books:

1.HonboZhou,The Internet of Things in the Cloud: A Middleware Perspective, CRC Press,  2012 

2. Dieter Uckelmann, Mark Harrison, Florian Michahelles, Architecting the Internet of Things, Springer – 2011 

3. David Easley and Jon Kleinberg,Networks, Crowds, and Markets: Reasoning About a Highly Connected World, Cambridge University Press, 2010 

4. Olivier Hersent, Omar Elloumi and David Boswarthick,The Internet of Things: Applications to the Smart Grid and Building Automation, Wiley, 2012 
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(A58043) NETWORK SECURITY AND PRIVACY
(ELECTIVE V)
Course Objectives:

1. Network security basics, security architecture, and security models.

2. Network security planning, risk management and policy

3. Choose the most adequate security countermeasures to satisfy specific security requirement in RFIDs and sensor networks

4. Identify the most common threats against privacy.

Course Outcomes:

1. Upon Completion of the course, the students should be able to, 

2. Apply the basic security algorithms required by any computing system. 

3. Predict the vulnerabilities across any computing system. 

4. Security solution for any computing system

Unit  I:
Fundamentals and Mathematics Of Cryptography

Overview - Classical Crypto Systems – Substitution Ciphers –Transposition Ciphers- Stream and Block Ciphers – Introduction to Number Theory – Congruences – Chinese Remainder theorem – Modular Arithmetic-Modular Exponentiation – Fermats and Eulers Theorem - Finite Fields – GF(2n) Fields.

Unit II: 
Encryption Techniques

Symmetric Encryption Techniques – DES – AES- Public-Key Cryptography and RSA – Key Management - Diffie-Hellman Key Exchange – Elliptic Curve Cryptography – Symmetric Key Distribution – Kerberos - X.509 Authentication Service - differential cryptanalysis - linear cryptanalysis - side channel attack - lattice reduction attack - Merkle-Hellman knapsack attack - Hellman's time-memory tradeoff (TMTO) attack

Unit  III  :
Hash Functions And Signatures 

Message Authentication and Hash Functions – Description of MD Hash Family – Secure Hash Algorithms – SHA 512 - Digital Signatures and Authentication Protocols – Digital Signature Standard – Process, Services, Attacks on Digital Signature- Digital Signature Schemes.

Unit IV: 
Security Practices 

Vulnerability Analysis - Flaw Hypothesis Methodology, NRL taxonomy and Aslam’s model - Auditing - Anatomy of an Auditing System - Design of Auditing Systems - Posteriori Design - Auditing mechanisms - Risk Analysis and Management - Disaster Recovery Planning/Incident Response Planning - Intrusion Detection System 

Unit  V :Secure Development

Secure Coding - OWASP/SANS Top Vulnerabilities - Buffer Overflows - Incomplete mediation - XSS - Anti Cross Site Scripting Libraries - Canonical Data Format - Command Injection - Redirection - Inference – Application Controls - Secure Software Development Life Cycle - Testing, Maintenance and Operation - Evaluation of Security Systems 

Text Books:

1. William Stallings, “Cryptography and Network Security – Principles and Practices”, Pearson Education, Fourth Edition, 2006.

2. OWASP top ten security vulnerabilities: http://xml.coverpages.org/OWASP-TopTen.pdf 

Reference Books:

1. Mark Stamp, “Information Security: Principles and Practice”, Wiley Inter Science, 2011. 

2. Charles B. Pfleeger, Shari Lawrence Pfleeger, “Security in Computing”, Fourth Edition, Pearson Education, 2007. 
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(A58044) MACHINE LEARNING

 (ELECTIVE V) 

Course Objectives:  

1. To understand the concepts of machine learning

2. To understand supervised and unsupervised learning and their applications

3. To understand the theoretical and practical aspects of probabilistic graphical models

4. To appreciate the concepts and algorithms of reinforcement learning

5. To learn aspects of computational learning theory

<<<

Course Outcomes: 

1. To implement a neural network for an application of your choice using an available tool

2. To implement probabilistic discriminative and generative algorithms for an application of   your  choice and analyze the results  

3. To use a tool to implement typical clustering algorithms for different types of applications

4.  To design and implement an HMM for a sequence model type of application

5.  To identify applications suitable for different types of machine learning with suitable       Justification 

Unit  I :

INTRODUCTION:Machine Learning - Machine Learning Foundations –Overview – applications - Types of machine learning - basic concepts in machine learning Examples of Machine Learning -Applications - Linear Models for Regression-Linear Basis Function Models - The Bias-Variance Decomposition - Bayesian Linear Regression - Bayesian Model Comparison

Unit  II:

SUPERVISED LEARNING: Linear Models for Classification, Linear Models for Classification - Discriminant Functions -Probabilistic Generative Models - Probabilistic Discriminative Models - Bayesian Logistic Regression.Decision Trees - Classification Trees- Regression Trees - Pruning. Neural Networks -Feed-forward Network Functions - Error Back propagation,RadialBasis Function Networks.
Unit  III :

UNSUPERVISED LEARNING: Clustering- K-means - EM - Mixtures of Gaussians - The EM Algorithm in General -Model selection for latent variable models - high-dimensional spaces -- The Curse of Dimensionality -Dimensionality Reduction - Factor analysis - Principal Component Analysis - Probabilistic PCA- Independent components analysis

Unit  IV :

PROBABILISTIC GRAPHICAL MODELS : Directed Graphical Models - Bayesian Networks - Exploiting Independence Properties - From Distributions to Graphs -Examples -Markov Random Fields - Inference in Graphical Models - Learning –Naive Bayes classifiers-Markov Models – Hidden Markov Models. 

Unit  V :

ADVANCED LEARNING: Sampling – Basic sampling methods , Reinforcement Learning- K-Armed Bandit Elements - Model-Based Learning- Value Iteration- Policy Iteration. Temporal Difference Learning Exploration Strategies- Deterministic and Non-deterministic Rewards and Actions. Semi - Supervised Learning. Computational Learning Theory 

Text Books:

1. Christopher Bishop, Pattern Recognition and Machine Learning, Springer, 2006

2. Tom Mitchell, Machine Learning, McGraw-Hill, 1997

References: 

1. Kevin P. Murphy, Machine Learning: A Probabilistic Perspective, MIT Press, 2012

2. EthemAlpaydin,Introduction to Machine Learning, Prentice Hall of India, 2005

3. Hastie, Tibshirani ,Friedman, The Elements of Statistical Learning, 2nd Edition, Springer,2008

4. Stephen Marsland, Machine Learning –An Algorithmic Perspective, CRC Press, 2009
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