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SYLLABUS
	Unit – I
	Introduction: Algorithm, Pseudo code for expressing algorithms, Performance Analysis-Space complexity, Time complexity, Asymptotic Notation- Big oh notation, Omega notation, Theta notation and Little oh notation, Probabilistic analysis, Disjoint Sets- disjoint set operations, union and find operations. 

Divide and conquer: General method, applications-Binary search, Quick sort, Merge sort, Stassen’s matrix multiplication.



	Unit – II
	Graphs: breadth first search, depth first search, spanning trees, connected and 

bi connected  components 

Greedy method: General method, applications-Job sequencing with deadlines, 0/1 knapsack problem, Minimum cost spanning trees, Single source shortest path problem.

.



	Unit – III
	Dynamic Programming: General method, applications-Matrix chain multiplication, Optimal binary search trees, 0/1 knapsack problem, All pairs shortest path problem, Travelling sales person problem, Reliability design.



	Unit – IV
	Backtracking: General method, applications-n-queen problem, sum of subsets problem, graph coloring, Hamiltonian cycles.

 Branch and Bound: General method, applications - Travelling sales person problem,0/1 knapsack problem- LC Branch and Bound solution, FIFO Branch and Bound solution.



	Unit – V
	Lower Bound Theory: Comparison Trees, NP-Hard and NP-Complete problems: Basic concepts, non-deterministic algorithms, NP - Hard and NP Complete classes, Clique Decision Problem (CDP), Node cover decision problem.




TEXT BOOKS & OTHER REFERENCES 

	Text Books

	1.
	Fundamentals of computer algorithms, Ellis Horowitz,Satraj Sahni and Rajasekharam ,Galgotia publications Second Edition 2007

	2.
	Design and Analysis of algorithms ,Aho,Ullman and Hopcroft, Pearson education

	Suggested / Reference Books

	3.
	Introduction to Design and Analysis of Algorithms A strategic approach ,R.C.T.Lee ,SS Tseng Mc GrawHill

	4.
	Data structures and Algorithm Analysis in C++,Allen Weiss, second edition,Pearson education


	Websites References 

	1. 
	https://parasol.tamu.edu


	2. 
	https://cse.unl.edu


	3. 
	http://engineeringppt.net


	4. 
	https://nptel.iitm.ac.in

	5. 
	


Time Table
           
 Room No:  
112





W.E.F:  5/12/16 









EOI:     5/04/17

	Class Hour

Time
	1
	2
	3
	4
	12:20 – 1:10

LUNCH BREAK
	5
	6
	7

	
	9:00 -09:50
	09.50 –10:40
	10:40 –11:30
	11:30 – 12: 20
	
	1:10 – 2:00
	2:00 – 2:50
	2:50 – 3:40

	MON
	
	
	II-II  

CSE C
	
	
	
	
	

	TUE
	
	
	
	
	
	
	II-II      CSE C
	

	WED
	
	
	
	
	
	II-II      CSE C
	
	

	THU
	
	
	
	
	
	
	
	

	FRI
	
	II-II      CSE C
	
	
	
	
	
	

	SAT
	
	
	II-II        CSE C
	
	
	
	
	


PROGRAM EDUCATIONAL OBJECTIVES (PEO’s)

	PEO1
	The Graduates are employable as software professionals in reputed industries.

	PEO2
	The Graduates analyze problems by applying  the principles of computer science, mathematics and scientific investigation to design  and implement  industry accepted solutions using latest technologies.

	PEO3
	The Graduates work productively in supportive and leadership roles on multidisciplinary teams with effective communication and team work skills with high regard to legal and ethical responsibilities.

	PEO4
	The Graduates embrace lifelong learning to meet ever changing developments in computer science and Engineering.


PROGRAM SPECIFIC OUTCOMES(PSO’s)

PSO1: Professional Skill: The ability to understand, analyze and develop software solutions

PSO2: Problem-Solving Skills: The ability to apply standard principles, practices and strategies for software development

PSO3: Successful Career: The ability to become Employee, Entrepreneur and/or Life Long Leaner in the domain of Computer Science.

PROGRAM OUTCOMES (PO’s)

1.  Engineering    knowledge:    Apply   the   knowledge   of mathematics, science, engineering fundamentals, and an engineering specialization for the solution of complex engineering problems.

2. Problem  analysis:  Identify,  formulate,  research  literature,  and   analyze   complex  engineering problems reaching substantiated conclusions  using  first  principles  of mathematics, natural sciences,  and  engineering sciences.

3. Design/development  of   solutions:   Design   solutions  for   complex   engineering  problems   and    design   system components or   processes    that    meet    the    specified  needs  with  appropriate consideration  for   public  health   and  safety, and cultural,  societal, and environmental considerations.

4. Conduct investigations of   complex   problems:   Use research-based knowledge and    research    methods including   design    of   experiments,   analysis   and   interpretation of   data,   and   synthesis   of   t h e    information   to   provide   valid   conclusions.

5. Modern tool usage:   Create,    select,   and   apply   appropriate   techniques,   resources,   and   modern   engineering   and   IT   tools, including   prediction and modelling to   complex   engineering activities,   with   an   understanding of the limitations.

6. The   engineer    and    society:   Apply reasoning    informed    by    the    contextual    knowledge to  assess  societal,  health,  safety, legal, and  cultural  issues  and  the  consequent responsibilities relevant to the professional engineering practice.

7. Environment   and   sustainability:   Understand   the   impact   of   the professional   engineering    solutions     in    societal    and environmental contexts,    and demonstrate the   knowledge of, and need for sustainable development.

8. Ethics:   Apply   ethical   principles   and   commit   to   professional   ethics   and   responsibilities and norms of the engineering practice.

9. Individual  and  team  work:  Function   effectively  as  an  individual,  and   as  a  member or leader  in diverse teams, and  in multidisciplinary  settings.

10. Communication:  Communicate  effectively  on   complex  engineering activities with  the  engineering community and  with  the   society  at  large,  such  as,  being    able    to    comprehend and    write    effective    reports    and    design documentation, make   effective   presentations, and   give   and   receive   clear   instructions.

11. Project management and      finance:      Demonstrate knowledge and understanding of  the   engineering  and  management  principles  and   apply  these  to  one’s  own  work,  as  a  member  and  leader  in  a  team,  to  manage projects  and  in  multidisciplinary  environments.

12. Life-long  learning:  Recognize  the  need  for,  and  have  the  preparation and ability to  engage in independent and  life-long  learning   in  the   broadest  context  of technological change.

   Course Outcomes: 
1. Acquire the knowledge of algorithm analysis and its notations that are applied on the problems solved by divide and conquer paradigm. 

2. Apply  the major graph algorithms for model engineering problems and knowledge of the greedy paradigm 

3. Apply the dynamic-programming paradigm and recite algorithms that employ this paradigm. 

4. Apply the concept of back tracking, branch and bound paradigm for real time problems. 

5. Analyze the complexity of problems and differentiate that in terms of P and NP problems with examples. 

      MAPPING OF COURSE OUT COMES WITH PO’s & PEO’s
	Course Outcomes
	PO’s
	PEO’s

	CO1
	PO1,PO2,PO3,PO4,PO5 ,PO7,PO8,P09,P010,PO11,PO12
	PEO2,PEO4

	CO2
	PO1,PO2,PO3,PO4,PO5 ,PO6,PO7,PO8,P09,PO12
	PEO2,PEO4

	CO3
	PO1,PO2,PO3,PO4,PO5 ,PO6,PO7,PO8,P09,PO12
	PEO2,PEO4

	CO4
	PO1,PO2,PO3,PO4,PO5 ,PO6,PO7,PO8,P11,PO12
	PEO2,PEO4

	CO5
	PO1,PO2,PO4,PO5 ,PO6,PO7,PO11,PO12
	PEO2,PEO4


Course Articulation Matrix:
	
	PO1
	PO2
	PO3
	PO4
	PO5
	PO6
	PO7
	PO8
	PO9
	PO10
	PO11
	PO12

	Design and Analysis of Algorithms
	CO1

	3
	2
	2
	2
	3
	
	1
	1
	2
	2
	1
	3

	
	CO2
	3
	2
	2
	2
	3
	1
	1
	1
	
	
	1
	3

	
	CO3
	3
	2
	1
	2
	1
	1
	1
	1
	
	
	1
	

	
	CO4
	3
	2
	1
	1
	1
	
	1
	1
	
	
	1
	

	
	CO5
	3
	2
	
	2
	2
	1
	1
	
	
	
	1
	3


       Mapping of Course outcomes to PSO’s:
	
	PSO1
	PSO2
	PSO3

	Design and Analysis of Algorithms
	2
	3
	2

	
	2
	3
	2

	
	2
	3
	2

	
	3
	3
	2

	
	3
	3
	2


COURSE SCHEDULE
  Distribution of Hours Unit – Wise

	Unit
	Topic
	Chapters
	Total No. of Hours

	
	
	Book1


	

	I
	Introduction: Asymptotic notations.
Divide and conquer.

	Ch 1,2,3


	15

	II
	Graphs

Greedy method
.


	Ch 2,4


	10

	III
	Dynamic Programming
	Ch 5


	10

	IV
	Backtracking.
Branch and Bound
	Ch 7,8


	10

	V
	Lower Bound Theory

Comparison Trees, NP-Hard and NP-Complete problems

	Ch 10,11

	10

	Contact classes for Syllabus coverage
	55

	Tutorial Classes : 05  ; Online Quiz : 1 per unit    

Case studies    : 02 (Before Mid Examination)  

Revision classes :1 per unit 
	


	Number of Hours / lectures available in this Semester / Year 
	64


Lecture Plan

	S.No
	Topic
	Expected Date of Completion
	Actual Date of Completion
	Remarks

	UNIT I

	1
	Algorithm, Pseudo code for expressing algorithms
	08/12/2016
09/12/2016
	
	

	2
	Performance Analysis-Space and Time Complexity
	12/12/2016
14/12/2016
	
	

	3
	Asymptotic Notation-Big oh notation, omega, theta and little oh 
	15/12/2016
16/12/2016

17/12/2016
	
	

	4
	Probabilistic analysis, disjoint sets operations
	19/12/2016

20/12/2016
	
	

	5
	Union and find operations
	21/12/2016
22/12/2016
	
	

	6
	Divide and conquer: general method
	23/12/2016
	
	

	7
	Binary search, quick sort
	28/12/2016
30/12/2016
	
	

	8
	Mergesort
	2/1/2017
	
	

	9
	Strassen’s matrix multiplication
	2/1/2017
	
	

	
UNIT –II
	
	

	1
	Graphs; Breadth first search, depth first search
	03/01/2017
	
	

	2
	Spanning trees, connected and bi connected components
	04/01/2017
	
	

	3
	Greedy Method: General method, Applications
	6/01/2017
7/01/2017
	
	

	4
	Job sequencing with deadlines,
	09/01/2017
10/01/2017
	
	

	5
	0/1 knapsack problem
	11/01/2017
13/01/2017
	
	

	6
	Minimum cost spanning trees
	16/01/2017
17/01/2017
	
	

	7
	Single source shortest path
	17/01/2017
	
	

	UNIT III

	1
	Dynamic Programming :General method
	20/01/2017
	
	

	2
	Applications-matrix chain multiplication
	23/01/2017
	
	

	3
	Optimal binary search trees
	24/01/2017
26/01/2017
	
	

	4
	0/1 knapsack problem
	27/01/2017
28/01/2017
	
	

	5
	All pairs shortest path problem
	30/01/2017
	
	

	6
	Traveling sales person problem
	31/01/2017
	
	

	7
	Reliability design
	3/02/2017
4/02/2017
	
	

	UNIT IV

	1
	Backtracking: general method
	6/02/2017
	
	

	2
	Applications:n-queen problem
	6/02/2017
	
	

	3
	Sum of subsets problem
	8/02/2017
	
	

	4
	Graph coloring, Hamiltonian cycles
	10/02/2017
	
	

	5
	Branch and Bound General method 
	14/02/2017
	
	

	6
	Traveling sales person problem
	15/02/2017
17/02/2017
	
	

	7
	0/1 knapsack problem
	20/02/2017
	
	

	8
	LC branch and bound
	22/02/2017
	
	

	9
	FIFO branch and bound solution
	24/02/2017
	
	

	UNIT V

	1
	Lower Bound Theory: comparison trees
	1/03/2017
	
	

	2
	NP-Hard and NP-Complete problems;Basic concepts
	3/03/2017
4/03/2017
	
	

	3
	Non deterministic algorithms,
	6/03/2017
7/03/2017
	
	

	4
	NP-Hard and NP-Complete classes
	14/03/2017
15/03/2017
	
	

	5
	Clique Decision Problem(CDP)
	20/03/2017
21/03/2017
	
	

	6
	Node cover decision problem
	22/04/2017
	
	



Unit Wise Assignments (With different Levels of thinking (Blooms Taxonomy))

Note: For every question please mention the level of Blooms taxonomy
	                                                               Unit – 1

	
	1. Define order of an algorithm and need to analyze the algorithm L1)

	
	2. How do you measure the algorithm running time( L1)

	
	3. Construct an algorithm for Towers of Hanoi (L6)

	
	4. Compare quicksort and Merge sort(L3)

	
	5. Demonstrate the working of an algorithm for a specific problem instance (L3)



	                                                                Unit – 2

	.
	1. Test DFS using arrays and linked list and compare time complexities. (L4)



	
	2. Explain Spanning trees with an example   (L3)



	
	3. Explain single source shortest path  with greedy concept. (L2)



	
	4. Applying the greedy strategy find the solution for job sequencing using different values. (L3)



	                                                                    Unit – 3

	
	1. Develop an algorithm of OBST. (L3)



	
	2. Design a three stage system with device types D1, D2 and D3. The costs are Rs.30, Rs.15 and Rs.20 respectively. The cost of the system is to be no more than Rs.105. the reliability of each device type is 0.9, 0.8 and 0.5 respectively (L4). 



	
	3. Explain in detail about Dynamic programming. (L2)



	Unit – 4

	
	1. Discuss the real time applications of backtracking with  example. (L3)


	
	2. Compare and contrast Brute force approach Vs backtracking. (L3)


	
	3. Write about Hamiltonian Cycles? Apply this method on any spanning tree (L2)

	
	4. Distiguish between LC and FIFO branch and bound methods(L4)

	                                                                          Unit – 5

	
	1. Explain Clique decision problem. (L2)

	
	2. Compare   the classes of P and NP. (L4)

	
	3. State and Explain cook’s theorem. (L1)

	
	4. Explain the satisfiability problem (L2)

	
	5. Explain the satisfiability problem and write the algorithm for the same. (L3)

	
	6. Differentiate between NP-complete and NP-Hard (L4)



Case Studies (With Higher Levels of thinking (Blooms Taxonomy))

Note: For every Case Study please mention the level of Blooms taxonomy

	1(Covering Syllabus Up to Mid-1)

	Case study : market analysis

Market analysis and segmentation profiles assist in identifying the universe of prospects, providing the insight necessary to reach them efficiently. Marketing resources can be effectively deployed by matching investments to the segments holding greatest promise.Segmentation models enable a business to gain an understanding of the geographic and demographic attributes of their target markets, allowing them to implement strategic sales and marketing initiatives.Most importantly, segmentation models can be developed to identify "high value" attributes and clusters within a customer base. Identifying the most lucrative markets without the benefit of segmentation is often a matter of guesswork.Well-executed segmentation projects will quickly identify customer profiles that have higher propensities to generate incremental revenue than the average. Once the characteristics of a promising segment are identified, the information can be used to target new customers with similar profiles.



	2(Covering Entire Syllabus)

	Case study : coin changing

The problem we consider is that of giving change in coins for a given amount of money. This is a very common activity, whenever a salesperson gives you change in a shop they are doing this process. Here we consider the generalised problem where the coin set is a parameter of the problem. Stating the problem succinctly: Given a coin set consisting of k coins with values c0 > c1 > . . . ck−1, and an amount a to be changed, find non-negative integers n0, n2 . . . nk−1 so that Σ k−1 i=0 nici = a. In addition there should be no other non-negative integers m0, . . . mk−1 such that Σ k−1 i=0 mici = a and Σ k−1 i=0 mi < Σ k−1 i=0 ni.




Subject Code: R12A31CS01


ANURAG GROUP OF INSTITUTIONS

 (Autonomous)

School of Engineering

III- B. Tech-I-Semester End Examinations, November - 2015

Subject: Design analysis of algorithms   

(Common to CSE and IT)

Time: 3 Hours






          Max.Marks:75

Section – A (Short Answer type questions)              (25 Marks)
· Answer all questions    
1. Name the factors that control space complexity.



          (2M)

2. Write short notes on Strassen’s matrix multiplication.
.
 
          (3M)

3. Compare BFS and DFS.





 
          (2M)

4. What is minimum cost spanning tree. What are the advantages of Kruskal’s algorithm over Prim’s algorithm.





         

 (3M)

5. What is principle of optimality. Identify the strategy that uses this principle.        (2M)

6. Describe Travelling sales person problem in detail.



          (3M)

7. Write general abstract method for Backtracking approach.


          (2M)

8. Write short notes on Hamiltonian cycles.




          (3M)

9. What is Clique Decision Problem.





          (2M)

10. Distinguish NP – Hard and NP – Complete problems.


          (3M)

Section—B (Essay questions)
· Answer All questions, each question carries equal marks               (5 x 10 =50 Marks)
11. A) i) What are the various types of computing time complexity. Explain with a suitable example.







          (6M)

ii) Prove that the time complexity of Binary Search is O(log n).

          (4M)

OR

   
B) Write the algorithm for Quick sort. Apply the algorithm for the elements {23, 41, 5, 15, 34, 66, 52, 20, 13, 38, 72} in ascending order. Derive the recurrence relation for worst case time complexity.


 



        (10M)

12. A) i) What is Greedy method, write the general method for Greedy approach.      (4M)

        ii). What is the solution for the Knapsack instance n = 7, m = 15, {p1, p2, p3, p4, p5, p6, p7} = {10,5,15,7,6,18,3} and {w1, w2, w3, w4, w5, w6, w7} = {2,3,5,7,1,4,1}using Greedy approach. Discuss the time complexity of this approach. 

          (6M)

P.T.O

OR

B) i) What is articulation point? Write the algorithm to determine Bi - connected 

                  Components.







          (4M)

     ii) Write the algorithms for Kruskal’s and apply it find the minimum spanning tree for the following graph.






          (6M)

[image: image2.png]



13. A) i) Compare solutions obtained for Knapsack problem using Greedy and Dynamic  

     approach. Which method gives the best solution?


          (4M)

                ii) Compute the Optimal binary search tree for n=3, {a1, a2, a3} = {do, if, int} p(1:3) ={3,2,1} and q(0:3) = {2,3,1,1}




         (6M)

OR

    
B) i) Explain All pairs shortest path problem in detail, derive the recurrence 

                     relation to find the shortest path?




          (5M)

               ii) A system requires device types D1, D2 and D3. The costs and reliability of these devices are { 30, 15, 20} and {0.9, 0.8, 0.5}respectively. If the cost of the system is limited to Rs 105 design a three stage reliable system?                       (5M)

14. A) i) Write algorithm for N-Queen problem and discuss the time complexity.      (6M)

  
    ii) Explain the Least Cost Search in detail with suitable example.

          (4M)

OR
  
B) i) Write short notes on the following




          (6M)



a) LC Search



b) FIFO Branch and Bound

   ii) What is state space tree? Draw state space tree for travelling salesperson problem with n=4 and i0 = i4 =1.






          (4M)

15. A) i)Write Cook’s theorem, list the assumptions and its significance?
          (5M)

                 ii) Write about comparison trees.





          (5M)

OR

B) i) Briefly explain Node cover decision problem.


                      (4M)

    ii) Explain different ways of classifying the problems and give their relations.  (6M) 
Subject Code: R12A31CS01


ANURAG GROUP OF INSTITUTIONS

 (Autonomous)

School of Engineering

III-B.Tech-I-Semester Supplementary Examinations, April - 2016

Subject: Design analysis of algorithms   

(Common to CSE and IT)

Time: 3 Hours






         Max.Marks: 75

Section – A (Short Answer type questions)              (25 Marks)

· Answer all questions    
Explain the different Asymptotic Notations with suitable examples.


3M
· Write a control abstraction for Divide and Conquer method.



2M
· Write procedural steps to obtain minimum spanning tree.



3M

· Write in brief Articulation paint and Bi - connected graphs. 



2M

· State the Principle of Optimality, used in Dynamic Programming technique.
2M
· Briefly explain the Travelling Sales Person Problem and its applications.

3M
· Write the control abstraction of backtracking.




2M
· Differentiate between LC and FIFO Branch and Bound?



3M
· State Cook’s theorem.               






2M
· What is NP-Hard and NP complete classes.





3M
Section — B (Essay questions)

· Answer All questions, each question carries equal marks               (5 x 10 =50 Marks)

· A) Write an algorithm for merge sort to sort given array of elements in non-  
      decreasing order. Comment on its time and space complexity.

          10M

OR
B) i) Write a recursive algorithm for calculating the factorial of a given number.        

                     Compute the time complexity (using tabular method) and space complexity.  5M
     ii) Write an iterative algorithm for calculating the sum of n numbers. Compute the  

                     time complexity (using tabular method) and space complexity.
            5M

· A) i) Write an algorithm for solving Knapsack algorithm using greedy strategy.    5M
    
       ii) Solve the following knapsack problem – n=7,m=15, (p1,p2,….,p7) = 

                     (10,5,15,7,6,18,3) and (w1,w2,…..,w7) = (2,3,5,7,1,4,1).


5M
OR

  B) i) Explain breadth first search and depth first search with an example.

5M
       ii) Find the minimum cost spanning tree of the given graph using Prim’s Algorithm. 











5M
[image: image3.png]



· A) i) The following 0/1 Knapsack problem using dynamic programming
                    P= (1, 2, 5), W= (2, 3, 4), C=6, n=3.                              


5M
                ii) Consider three stages of a system with r1=0.3, r2=0.5, r3=0.2 and c1=30,          
                    c2=20,c3=30 Where the total cost of the system is C=80 and u1=2, u2=3, u3=2  
                    find the reliability design. 






5M
OR
    
B) i)Write an algorithm to build an optimal binary search tree.


6M
               ii) Explain matrix chain multiplication using dynamic programming 

4M
· A) Briefly explain the 8-Queen’s problem and how it can be solved using  

     Backtracking. Write an algorithm for generating all solutions of n-Queen’s 

     problem.  







                     10M

OR
B) i) Explain the method of reduction to solve Travelling Sales Person problem using        

        Branch and Bound.                                                                 

           8M

    ii) Describe explicit and implicit constraints.                                                        2M

· A) i) Differentiate between deterministic and non-deterministic algorithms with an                   

         example.                                                                               

                      6M
                ii) Write about Clique Decision problem.


  

         4M
OR
B) i) Write about comparison trees.




          4M
    ii) Explain NP-Hard and NP Complete classes



          6M
Tutorial Sheet

	Unit-I   Topics Revised    

	Topic Name
	Date

	
	

	
	

	
	

	Unit-II   Topics Revised    

	Topic Name
	Date

	
	

	
	

	
	

	Unit-III   Topics Revised    

	Topic Name
	Date

	
	

	
	

	
	

	Unit-IV   Topics Revised    

	Topic Name
	Date

	
	

	
	

	
	

	Unit-V  Topics Revised    

	Topic Name
	Date

	
	

	
	

	
	


TOPICS BEYOND SYLLABUS

	S.NO
	Topic

	
	

	
	

	
	

	
	


ASSESMENT OF COURSE OUTCOMES: DIRECT 

Blooms Taxonomy:

	LEVEL 1
	REMEMBERING
	Exhibit memory of previously learned material by recalling facts, terms, basic concepts, and answers



	LEVEL 2
	UNDERSTANDING
	Demonstrate understanding of facts and ideas by organizing, comparing, translating, interpreting, giving descriptions, and stating main ideas.



	LEVEL 3
	APPLYING
	Solve problems to new situations by applying acquired knowledge, facts, techniques and rules in a different way



	LEVEL 4
	ANALYZING
	Examine and break information into parts by identifying motives or causes.  Make inferences and find evidence to support generalizations.



	LEVEL 5
	EVALUATING
	Present and defend opinions by making judgments about information, validity of ideas, or quality of work based on a set of criteria.



	LEVEL 6
	CREATING
	Compile information together in a different way by combining elements in a new pattern or proposing alternative solutions.




Course assessment sheet (MID1 & ASS1)
	S.No
	REG.NO
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	49
	
	
	
	
	
	
	
	
	
	
	
	
	

	50
	
	
	
	
	
	
	
	
	
	
	
	
	

	51
	
	
	
	
	
	
	
	
	
	
	
	
	

	52
	
	
	
	
	
	
	
	
	
	
	
	
	

	53
	
	
	
	
	
	
	
	
	
	
	
	
	

	54
	
	
	
	
	
	
	
	
	
	
	
	
	

	55
	
	
	
	
	
	
	
	
	
	
	
	
	

	56
	
	
	
	
	
	
	
	
	
	
	
	
	

	57
	
	
	
	
	
	
	
	
	
	
	
	
	

	58
	
	
	
	
	
	
	
	
	
	
	
	
	

	59
	
	
	
	
	
	
	
	
	
	
	
	
	

	60
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	


Course assessment sheet (MID2 & ASS2 )
	S.No
	REG.NO
	S1
	S2
	S3
	S4
	S5
	L1
	L2
	L3
	L4
	L5
	ASS
	TOT

	1
	
	
	
	
	
	
	
	
	
	
	
	
	

	2
	
	
	
	
	
	
	
	
	
	
	
	
	

	3
	
	
	
	
	
	
	
	
	
	
	
	
	

	4
	
	
	
	
	
	
	
	
	
	
	
	
	

	5
	
	
	
	
	
	
	
	
	
	
	
	
	

	6
	
	
	
	
	
	
	
	
	
	
	
	
	

	7
	
	
	
	
	
	
	
	
	
	
	
	
	

	8
	
	
	
	
	
	
	
	
	
	
	
	
	

	9
	
	
	
	
	
	
	
	
	
	
	
	
	

	10
	
	
	
	
	
	
	
	
	
	
	
	
	

	11
	
	
	
	
	
	
	
	
	
	
	
	
	

	12
	
	
	
	
	
	
	
	
	
	
	
	
	

	13
	
	
	
	
	
	
	
	
	
	
	
	
	

	14
	
	
	
	
	
	
	
	
	
	
	
	
	

	15
	
	
	
	
	
	
	
	
	
	
	
	
	

	16
	
	
	
	
	
	
	
	
	
	
	
	
	

	17
	
	
	
	
	
	
	
	
	
	
	
	
	

	18
	
	
	
	
	
	
	
	
	
	
	
	
	

	19
	
	
	
	
	
	
	
	
	
	
	
	
	

	20
	
	
	
	
	
	
	
	
	
	
	
	
	

	21
	
	
	
	
	
	
	
	
	
	
	
	
	

	22
	
	
	
	
	
	
	
	
	
	
	
	
	

	23
	
	
	
	
	
	
	
	
	
	
	
	
	

	24
	
	
	
	
	
	
	
	
	
	
	
	
	

	25
	
	
	
	
	
	
	
	
	
	
	
	
	

	26
	
	
	
	
	
	
	
	
	
	
	
	
	

	27
	
	
	
	
	
	
	
	
	
	
	
	
	

	28
	
	
	
	
	
	
	
	
	
	
	
	
	

	29
	
	
	
	
	
	
	
	
	
	
	
	
	

	30
	
	
	
	
	
	
	
	
	
	
	
	
	

	31
	
	
	
	
	
	
	
	
	
	
	
	
	

	32
	
	
	
	
	
	
	
	
	
	
	
	
	

	33
	
	
	
	
	
	
	
	
	
	
	
	
	

	34
	
	
	
	
	
	
	
	
	
	
	
	
	

	35
	
	
	
	
	
	
	
	
	
	
	
	
	

	36
	
	
	
	
	
	
	
	
	
	
	
	
	

	37
	
	
	
	
	
	
	
	
	
	
	
	
	

	38
	
	
	
	
	
	
	
	
	
	
	
	
	

	39
	
	
	
	
	
	
	
	
	
	
	
	
	

	40
	
	
	
	
	
	
	
	
	
	
	
	
	

	41
	
	
	
	
	
	
	
	
	
	
	
	
	

	42
	
	
	
	
	
	
	
	
	
	
	
	
	

	43
	
	
	
	
	
	
	
	
	
	
	
	
	

	44
	
	
	
	
	
	
	
	
	
	
	
	
	

	45
	
	
	
	
	
	
	
	
	
	
	
	
	

	46
	
	
	
	
	
	
	
	
	
	
	
	
	

	47
	
	
	
	
	
	
	
	
	
	
	
	
	

	48
	
	
	
	
	
	
	
	
	
	
	
	
	

	49
	
	
	
	
	
	
	
	
	
	
	
	
	

	50
	
	
	
	
	
	
	
	
	
	
	
	
	

	51
	
	
	
	
	
	
	
	
	
	
	
	
	

	52
	
	
	
	
	
	
	
	
	
	
	
	
	

	53
	
	
	
	
	
	
	
	
	
	
	
	
	

	54
	
	
	
	
	
	
	
	
	
	
	
	
	

	55
	
	
	
	
	
	
	
	
	
	
	
	
	

	56
	
	
	
	
	
	
	
	
	
	
	
	
	

	57
	
	
	
	
	
	
	
	
	
	
	
	
	

	58
	
	
	
	
	
	
	
	
	
	
	
	
	

	59
	
	
	
	
	
	
	
	
	
	
	
	
	

	60
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	


	CSP Rubric

	S.N0
	Criteria
	LEVEL           ( Level : 3-Excellent        Level :2-Good           Level : 1-Poor)

	1
	Oral Communication
	3
	Student speaks in phase with the given topic confidently using Audio-Visual aids. Vocabulary is good

	
	
	2
	Student speaking without proper planning, fair usage of Audio-Visual aids. Vocabulary is not good

	
	
	1
	Student speaks vaguely not in phase with the given topic. No synchronization among the talk and Visual Aids

	2
	Writing Skills
	3
	Proper structuring of the document with relevant subtitles, readability of document is high with correct use of grammar. Work is genuine and not published anywhere else

	
	
	2
	Information is gathered without continuity of topic, sentences were not framed properly. Few topics are copied from other documents

	
	
	1
	Information gathered was not relevant to the given task, vague collection of sentences. Content is copied from other documents

	3
	Social and Ethical Awareness 
	3
	Student identifies most potential ethical or societal issues and tries to provide solutions for them discussing with peers

	
	
	2
	Student identifies the societal and ethical issues but fails to provide any solutions discussing with peers

	
	
	1
	Student makes no attempt in identifying the societal and ethical issues

	4
	Content Knowledge
	3
	Student uses appropriate  methods, techniques to model and solve the problem accurately

	
	
	2
	Student tries to model the problem but fails to solve the problem

	
	
	1
	Student fails to model the problem and also fails to solve the problem

	5
	Student Participation
	3
	Listens carefully to the class and tries to answer questions confidently

	
	
	2
	Listens carefully to the lecture but doesn’t attempt to answer the questions

	
	
	1
	Student neither listens to the class nor attempts to answer the questions

	6
	Technical and analytical  Skills
	3
	The program structure is well organized with appropriate use of technologies and methodology. Code is easy to read and well documented. Student is able to implement the algorithm producing accurate results

	
	
	2
	Program structure is well organized with appropriate use of technologies and methodology. Code is quite difficult to read and not properly documented. Student is able to implement the algorithm providing accurate results.

	
	
	1
	Program structure is not well organized with mistakes in usage of appropriate technologies and methodology. Code is difficult to read and student is not able to execute the program

	7
	Practical Knowledge
	3
	Independently able to write programs to strengthen the concepts covered in  theory

	
	
	2
	Independently able to write programs but not able to strengthen the concepts learned in theory

	
	
	1
	Not able to write programs and  not able to strengthen the concepts learned in theory



	8
	Understanding of Engineering core
	3
	Student uses appropriate  methods, techniques to model and solve the problem accurately in the context of multidisciplinary projects 

	
	
	2
	Student tries to model the problem but fails to solve the problem  in the context of multidisciplinary projects

	
	
	1
	Student fails to model the problem and also fails to solve the problem in the context

 of multidisciplinary projects


ASSESMENT OF COURSE OUTCOMES: INDIRECT

Course assessment sheet Indirect:

CSP Rubric Name & Number:

	S.No.
	Hall Ticket Number
	Rubric Assessment


	Blooms Taxonomy Assessment  
	Remarks      



	1
	
	
	
	

	2
	
	
	
	

	3
	
	
	
	

	4
	
	
	
	

	5
	
	
	
	

	6
	
	
	
	

	7
	
	
	
	

	8
	
	
	
	

	9
	
	
	
	

	10
	
	
	
	

	11
	
	
	
	

	12
	
	
	
	

	13
	
	
	
	

	14
	
	
	
	

	15
	
	
	
	

	16
	
	
	
	

	17
	
	
	
	

	18
	
	
	
	

	19
	
	
	
	

	20
	
	
	
	

	21
	
	
	
	

	22
	
	
	
	

	23
	
	
	
	

	24
	
	
	
	

	25
	
	
	
	

	26
	
	
	
	

	27
	
	
	
	

	28
	
	
	
	

	29
	
	
	
	

	30
	
	
	
	

	31
	
	
	
	

	32
	
	
	
	

	33
	
	
	
	

	34
	
	
	
	

	35
	
	
	
	

	36
	
	
	
	

	
	
	
	
	

	37
	
	
	
	

	38
	
	
	
	

	39
	
	
	
	

	40
	
	
	
	

	41
	
	
	
	

	42
	
	
	
	

	43
	
	
	
	

	44
	
	
	
	

	45
	
	
	
	

	46
	
	
	
	

	47
	
	
	
	

	48
	
	
	
	

	49
	
	
	
	

	50
	
	
	
	

	51
	
	
	
	

	52
	
	
	
	

	53
	
	
	
	

	54
	
	
	
	

	55
	
	
	
	

	
	
	
	
	

	56
	
	
	
	

	57
	
	
	
	

	58
	
	
	
	

	59
	
	
	
	

	60
	
	
	
	


Add-on Programmes (Guest Lecture/Video Lecture/Poster Presentation):

1

2

3

4

Unit Wise PPT’s & Lecture Notes


